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RESUMO

Frequentemente desejamos conseguir olhar além do simples significado das
palavras; o que a pessoa realmente quer dizer, o que ela esta sentindo e quéo
verdadeira esta sendo? Expressfes faciais universais para descrever emocoes ja
foram identificadas (EKMAN, MATSUMOTO e FRIESSEN, 1982);(EKMAN,
FRIESEN e HAGER, 2002) (incluindo — raiva, satisfacdo, nojo, medo, tristeza,
surpresa e alegria — e podem de forma objetiva e confiavel ser separadas umas das
outras. Este trabalho tem como objetivo criar um programa completamente
automatizado que analise os “action unit’'s” (AU’s) faciais, baseados nos FACS de
Paul Eckman, e determine qual a emocao que a pessoa em questao esta sentindo e
0 grau de certeza dessa andlise. J4 existem muitos programas de deteccdo de
emocao facial, no entanto todos se baseiam na comparacado de estados emocionais
macro presentes em fotos ou filmes. Sabendo que essas emocdes prototipicas
ocorrem com pouca frequéncia, preferimos estudar a comunicacdo presente na
mudanca de poucas e discretas caracteristicas faciais. O programa deve analisar 0s
AU’s descritos por caracteristicas faciais permanentes (boca, sobrancelha) e
transientes (rugas, sulcos) capturadas em fotos frontais que sédo entdo comparadas
ao estado neutro. Um total de 21 AU’s ( 5 da face superior e 16 da face inferior)
podem ser reconhecidos pelo programa depois que a face foi detectada e separada
do resto da imagem. Esses AU’s sao agrupados por regido e analisados
individualmente conforme as regibes sao isoladas para melhor verificagcdo. A
biblioteca OpenCYV foi utilizada para desenvolver algoritmos para a deteccéo da face
e das caracteristicas relevantes a analise de emocdes. O nlcleo do software é o
meétodo proposto por Viola e Jones, que apresenta boas taxas de deteccao e baixa
taxa de falsos positivos. Também apresentamos um algoritmo para o contorno das
imagens para andalise da posicdo da caracteristica. Utilizamos para a tomada de
decisdo da emocdo os algoritmos de Redes Neurais com aprendizado por

retropropagacao através do programa Matlab™ da MathWorks.

Palavras-chave: Detecc¢ao de face. Viola Jones. OpenCV. FACS. Action units.



ABSTRACT

It is frequent nowadays to want to look beyond the meaning of words; what
does one truly mean, what is he feeling and how true is he being? Universal facial
expressions to describe emotions have been identified (EKMAN, MATSUMOTO e
FRIESSEN, 1982);(EKMAN, FRIESEN e HAGER, 2002) which include — anger,
contempt, disgust, fear, sadness, surprise and happiness — and can be objectively
and reliably distinguished one from another. The objective of this paper is to provide
a fully automated program that analyses facial action units (AU’s), based on Paul
Eckman’s Facial Acting Coding System (FACS), and determines the emotion felt by
the person and the degree of certainty. Many programs of facial emotions already
exist, however they are based on comparing the macro emotional state present on
the photo or live feed. Knowing that these prototypic emotions occur rather
infrequently we preferred to study the communication present in the change of one or
a few discrete facial features. The program must analyze AU’s described by
permanent (mouth, eyebrows) and transient (wrinkles, furrows, bags) facial features
captured in frontal-view pictures which are then compared to the neutral state. A total
of 18 AU’s (x upper face AU’s and y lower face AU’s) can be recognized by the
program after the face has been located and separated from the rest of the picture.
These units are grouped by region and analyzed distinctly as each section is isolated
for better examination. We used the OpenCV library to develop algorithms to detect
the face and other relevant features for the emotional analysis. The core of the
software is the method proposed by Viola Jones that presents good detection
indexes and low false positives. We also produced an algorithm which contours the
image and shows its edges to facilitate the analysis of the exact location of the
feature. We wused neural networks algorithms with learning through the
backpropagation algorithm to the emotions decision, and the software Matlab to the

implementation.

Keywords: Face detection. Viola Jones. OpenCV. FACS. Action units.



LISTA DE ILUSTRACOES

FIGURA 1 - MUSCULOS DA FACE (FONTE: A - (ANONIMO) B - (MOORE E DALLEY, 2007).....ccvurerrreerenerensennaennns 15
FIGURA 2 - A - MUSCULO FRONTAL (FONTE:(PUTZ E PABST, 2006)); B - AUL....c.oeueirrerrireiereiseieiiseiesssesessseesnnns 17
FIGURA 3 = AU2 ..o e e s a e e b e s b e ab e s h b e e ae e e s ab e e saa e e s b e e saae s 18

FIGURA 4 - A - DEPRESSOR SUPERCILII; B— DEPRESSOR GLABELLAER; C — CORRUGATOR SUPERCILII (FONTE:

(PUTZ E PABST, 2006)); D = AUA.....oveeeeeteeeeeeteeeeeetee ettt ettt et s e st sseseseasesetenseseseasesetensesesensssesensasesens 19
FIGURA 5 - A — ORBICULARIS OCULI (FONTE:(PUTZ E PABST, 2006)); B = AUB .......cvvereerrreerereeereenaeiesesesenaeaenans 20
FIGURA B = AUT7 ....ooeoeveeeeieeeeee sttt s s a st s e b s s st st s s st ssesas s ae s s s s e sasses st nsesassnsesansans 21
FIGURA 7 - A - LEVATOR LABII SUPERIORIS (FONTE:(PUTZ E PABST, 2006)); B - AUL0 ....c.ovveerrrreerceeeerienaenenaans 22
FIGURA 8 - A - ZYGOMATICUS MINOR (FONTE:(PUTZ E PABST, 2006)); B - AULT......oevevemuerreceererereereresereneenenens 23
FIGURA 9 - A - ZYGOMATICUS MAJOR (FONTE:(PUTZ E PABST, 2006)); B = AUTL2......c.cooeveuerererrereeecrerererereneenenens 24
FIGURA 10 - A - DEPRESSOR ANGULI ORIS (FONTE:(PUTZ E PABST, 2006)); B - AU15 .....covvveerrreeeeieeeeeieseeneaans 25
FIGURA 11 - A— MENTALIS (FONTE:(PUTZ E PABST, 2006)); B - AUL7 .....ouveeeeereecrereeeeeeeeeeeiesesaeeesssesesssesenasaenens 26

FIGURA 12 — A:BUCCINATOR; B:INCISIVII LABII SUPERIORIS; C:INCISIVII LABII INFERIORIS (FONTE:(PUTZ E PABST,

2006)); DIAULS ... eeeeee e s e e s e e e s e e 27
FIGURA 13 = AULD ..o eee e s e s s e e s ees s e s ees e ess e ses e ses s eesees 28
FIGURA 14 - A — RISORIUS (FONTE:(PUTZ E PABST, 2006)); B = AU20 ....veorveeeereeeeeeereeeeeseseeeeeseessseseseeeseseeseeees 29
FIGURA 15 - A - ORBICULARIS ORIS (FONTE:(PUTZ E PABST, 2006)); B - AU23 .....covverreeerereeeesesesseseseeeseseesenees 30
FIGURA 16 - A - TEMPORALIS; B - MASSETER; C — PTERYGOIDS CENTRALIS (FONTE:(PUTZ E PABST, 2006)) ....... 32

FIGURA 17 - A - AU25 SEM APARECIMENTO DA CAVIDADE ORAL; B - AU25 COM APARECIMENTO DA CAVIDADE

(O 2 I G XU I I U A 32
FIGURA 18 - A - PTERYGOIDS LATERALIS (FONTE:(PUTZ E PABST, 2006)); B - AU29 .....ccceviiiiiiieienieneeeeeen 34
FIGURA 19 = AUSBD ..t bbb b e s a s ab e s b e e e ba e s sab e s sab e s b e s sate s 35
FIGURA 20 - AUB 2.ttt s b e s aaa e e s s b e e e s s bb e e e seaba e e s sbaeeeean 36
FIGURA 21 — VALOR DA IMAGEM INTEGRAL NO PONTO (X,Y) (FONTE: (VIOLA E JONES, 2001)) ....c.oeeverevrurrnnnene 42

FIGURA 22 — EXEMPLO PARA CALCULO DA IMAGEM INTEGRAL NO RETANGULO D (FONTE: (VIOLA E JONES,

FIGURA 23 — FEATURES RETANGULARES PARA UTILIZADOS PARA DETECCAO (FONTE: (VIOLA E JONES, 2001)). 44
FIGURA 24: ALGORITMO PARA CONSTRUIR UM CLASSIFICADOR FORTE...........eeveereeereeseeneeseesssesssesssesssesseesseenns 46
FIGURA 25: A E B — PRIMEIRAS FEATURES DO ADA-BOOST, C — IMAGEM A SER CLASSIFICADA, D E E — FEATURE
SOBREPOSTA A IMAGEM. O PRIMEIRO FEATURE MEDE A DIFERENCA DE INTENSIDADE ENTRE A REGIAO DOS
OLHOS E A REGIAO DAS BOCHECHAS SUPERIORES. O SEGUNDO FEATURE COMPARA A INTENSIDADE DA
REGIAO DOS OLHOS EM COMPARAGAO COM O NARIZ (FONTE: (VIOLA E JONES, 2001))........vveerrerrereerreeneenn. 48
FIGURA 26 — PROCESSO DE DETECGAO EM CASCATA ......oouvveeeeeeeeeeseeessesssesssesseesssesssssssssssessssssssssssssssssssnsssssenns 48
FIGURA 27: ALGORITMO PARA CONSTRUGAO DE DETECTOR EM CASCATA ......oveueereeeeeeeeeseeeseesseesssesssesseesneenns 51


file:///C:/Users/Downloads/Desktop/poli/tcc/TF%20-%20v17.docx%23_Toc279511310
file:///C:/Users/Downloads/Desktop/poli/tcc/TF%20-%20v17.docx%23_Toc279511312
file:///C:/Users/Downloads/Desktop/poli/tcc/TF%20-%20v17.docx%23_Toc279511313
file:///C:/Users/Downloads/Desktop/poli/tcc/TF%20-%20v17.docx%23_Toc279511313

FIGURA 28: CODIGO FONTE PARA A DETECGAQ DE FEATURES......ouvvueureieereireieisissieissssiessisssssssssssssssssssssssssnsnns 56
FIGURA 29 — RESULTADO PARA DETECGAO DA FACE........coiiuiueiieetrieieerisiessessestssssseessessssssesssssssssssssessssssssssesssnns 57
FIGURA 30 — RESULTADO PARA DETECGAQ DOS OLHOS ....o.ouivrieieiriiiieeesieieisesisesssissesesessss e sesessssesssssnsesens 57
FIGURA 31 — RESULTADO PARA DETECGAO DO NARIZ......cviieeeeieiereisiiisseniesessesesesssssesesesessssssssssssesesssssssssssssesens 58
FIGURA 32 — RESULTADO PARA DETECGAO DA BOCA......uiuiuirieiritieesessietssssesessssteesssessssssesssssssssssssesssssssssssesasnes 58
FIGURA 33: ALGORITMO PARA DETECGAO DOS CONTORNOS.......c.cvevriririererieteiresiisssnsesesesssssssssssessessssssssesssssnsesns 60
FIGURA 34 — RESULTADO PARA DETECGAO DOS CONTORNOS......cuevriririererieieirirtissssesesessssssssssssssessssssssssssssnsesns 60
FIGURA 35 — PROCESSO DE TRATAMENTO DAS IMAGENS ....cooviiiiiiiiiicc 62
FIGURA 36 — LIMIAR FONTE: (BRADSKY E KAEHLER) ......oiiiiiiiiiiiiiiiencnicce s 64
FIGURA 37 — IMAGEM COM AJUSTE DE LIMIAR ......ooiiiiiiiiiii i 64
FIGURA 38 — ALGORITMO PARA VETORIZAGAO DOS CONTORNOS ......cutururueurereririeeseseeteteesesesessessessssesesessssessesees 65
FIGURA 39 — RESULTADO PARA DETECGAO DOS CONTORNOS E SUAS RESPECTIVAS COORDENADAS................. 66
FIGURA 40 — DETERMINAGAO MANUAL DOS PONTOS DE INTERESSE E SUAS RESPECTIVAS COORDENADAS ..... 67
FIGURA 41 — PARAMETROS DE AVALIAGAO DA EMOGAO.......c.ouiueiiieieieieieisciessssssesssse st sssssse s ssssesesens 68
FIGURA 42 —SINAPSE NO SISTEMA NERVOSO, FONTE: (PAKNIKAR, 2008)........ccccccereriniriniiienieniesiseseeeenennes 70
FIGURA 43 ~MODELO TIPICO DE UM NEURONIO ARTIFICIAL, FONTE: (PAKNIKAR, 2008).........cocsvrerrerrrrrrenrnennns 71
FIGURA 44 —EXCEL COM OS DADOS DO OPENCV .....cuiiiiiiiiiiiiiiiiiein et 76
FIGURA 45 —TELA INICIAL DA CRIAGAO DA REDE ......cuiuriiiitieieteteteiseeeneesee et sssss st s s eessassesessssesessssnsesnes 77
FIGURA 46 ~ESCOLHA DAS VARIAVEIS DE ENTRADA . .......oetitrieisetssesstessessssessessssessessssesssssssesssssssessssessessssassesnns 77
FIGURA 47 ~ESCOLHA DO NUMERO DE CAMADAS ESCONDIDAS. ......c.cvvueririeerineteissesessessessssessssssesssssessssesssens 78
FIGURA 48 ~TREINAMENTO UTILIZANDO RETROPROPAGAGAD..........cceceviirieririereriininiissssesiesesssssssssssssesesesens 78

FIGURA 49 —MATRIZES — “CONFUSION” QUE REPRESENTAM OS ACERTOS E ERROS DA REDE PARA CADA

CONJUNTO DE IMAGENS ......oviuititieeietietesesse et ssse bt s st ae bt ae s s bbb s b a s se b s bt b s s st s s s s ansne 80
FIGURA 50 —~MATRIZ DE RESULTADOS PROGRAMA FINAL .......ceeverererereeereeresesssesesessesesesesesesssssssesesessssssssssssssens 81
FIGURA 51 —MEDIA E DESVIO PADRAO DO R1 PARA CADA EMOGCAOD .....ovivieiieeeieeeeeeeeee ettt s s 82
FIGURA 52 —MEDIA E DESVIO PADRAO DO R2 PARA CADA EMOGCAD .....ovovieiieeceieeeeeeeeeeeee et 83
FIGURA 53 —MEDIA E DESVIO PADRAQ DO R3 PARA CADA EMOGAD ..ottt esenesaeans 84
FIGURA 54 —MEDIA E DESVIO PADRAO DO R4 PARA CADA EMOGCAOD .....ovvieiiieeeieeeeeeeeeeetseeeet s n s 85
FIGURA 55 —MEDIA E DESVIO PADRAO DO R5 PARA CADA EMOGCAOD .....ovvieiiieeeieeeeeeee ettt s s 85
FIGURA 56 —~MEDIA E DESVIO PADRAQO DO R7 PARA CADA EMOGAD ......ouovevevereeeeeeetereteeeeeee e eseseseseeans 86
FIGURA 57 —~MEDIA E DESVIO PADRAO DO R6 PARA CADA EMOGAD .......covuiveiiecreiiieieieie et 86
FIGURA 58 —~MEDIA E DESVIO PADRAO DO R8 PARA CADA EMOGAD .......covuiveiiecreieeeeteeeeee et ves e 87
FIGURA 59 —MEDIA E DESVIO PADRAO DO R9 PARA CADA EMOGAD .......covuiveiiecteieeeteeeeee et es e 87
FIGURA 60 —~MEDIA E DESVIO PADRAO DO R11 PARA CADA EMOGAQ .....c.ouivvieireiiieieieie et 88
FIGURA 61 —MEDIA E DESVIO PADRAO DO R10 PARA CADA EMOGAQ .......ouiviiectiieeieeeeae et 88
FIGURA 62 —~MEDIA E DESVIO PADRAO DO R12 PARA CADA EMOGAQ ......ouiviiecveieeieieeae e 89

FIGURA 63 —MEDIA E DESVIO PADRAO DO R13 PARA CADA EMOGAOD .....ovuriiriiieirieieieessieiseseseesssssssssssssneens 89



FIGURA 64 —~MEDIA E DESVIO PADRAO DO R16 PARA CADA EMOGAOD .....ovuivrirriiieieirrieieiseieisseseseesssssssssssssneans 90
FIGURA 65 —MEDIA E DESVIO PADRAO DO R14 PARA CADA EMOGAOD .....oviveirriiieieinie i issesssesssssssessesssnans 90
FIGURA 66 —~MEDIA E DESVIO PADRAO DO R18 PARA CADA EMOGAQ .....covuiveiireieiiieirieieieieie e 91
FIGURA 67 —~MEDIA E DESVIO PADRAO DO R15 PARA CADA EMOGAQ .....coovuiveiireieiiieirieie et senens 91

FIGURA 68 —~MEDIA E DESVIO PADRAO DO R17 PARA CADA EMOGAOD .....ovivrirriiieieieieieissie s 92



2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
2.10
2.11
2.12
2.13
2.14
2.15
2.16
2.17
2.18
2.19

3.1

3.1.1
3.1.2
3.1.3

3.2
3.2.1

3.3
3.3.1
3.3.2

3.4
3.4.1

SUMARIO

INTRODUGAO ..ottt ettt ste e ste e eeeere e 12
e 0 PP 15
ACTION UNIT L oottt e e e e e e e e s e e e e e e e e e e annns 17
ACTION UNIT 2 oo e e e e e e e e e e eanaeees 18
ACTION UNIT 4 ettt e e e e e e e e e e e e e e e e e aanns 19
ACTION UNIT B oot e e e e et e e e e e eanaeees 20
ACTION UNIT 7 ceeeiieiee ettt e e e e e e e e s eee e e s 21
ACTION UNIT L0 oot e e e e et e e e e e eaneeees 22
ACTION UNIT L1 oottt e e e e e e e e s eeeaees 23
ACTION UNIT L2 it e e et e e e e e e ees 24
ACTION UNIT 15 oottt e e e e e e e eeeeees 25
ACTION UNIT L7 ot e et e e e e e ees 26
ACTION UNIT L8 .ottt e e e e e e e e eeeaees 27
ACTION UNIT 19 e e e e e e e 28
ACTION UNIT 20 ciiiiiieeiiiiiitiiiie ettt e e e e e e e e s reeeeae s 29
ACTION UNIT 23 et e e e et e e e e e eees 30
ACTION UNITS 25, 26 & 27 ..ueeeeeeee ettt 31
ACTION UNIT 28 ..ot e e e e e e e e e e eees 33
ACTION UNIT 29 ittt e e e e e e e eeeaees 34
ACTION UNIT B0 i e e e e e e e et e e e e e eanneees 35
ACTION UNIT B2 oottt ettt et e e e e e e s s eeeeaees 36
METODOS DE DETECGAO DE FACES........cccooiieeieeeeeeeeeeeee e 37
INTENSIDADE DE IMAGEM CINZA .....outiiiiiiiee ettt 37
Vi0la € JONES(200L) ...ttt 37
ROWIEY(L1996) ... e e e e e eaaaas 37
SUNQG € POQI0 (1998) ....evveiiiiiiiiiiiiiiiiiiiiiiiiiiie bbb 38
ARE ST AS L.t e e e 38
Wang € Tan(2000) ......cooeeeeieeeeeeeeeeee e 38
CORES ..ot e e e e e e e e 39
Cai € GOShtashy(1999) ......covviiiiiiiiiiiiiiiiiiieeeeeeeee e 39
Hayuan & Yashida(1995) ......ccuiiiiiiiiiii e 39
GEOMETRIA . e e e e et e e e e eaas 39

Jeng et al (1998) ....couuiiiiiii i 39



4.1

4.1.1
4.1.2
4.1.3
41.4

5.1

5.2
5.2.1
5.2.2

5.3

6.1
6.2

7.1
7.2

8.1
8.2

9.2

10
10.1

10.1.1
10.1.2
10.1.3
10.14
10.1.5
10.1.6
10.1.7
10.1.8
10.1.9

TRABALHO DESENVOLVIDO......cciiiiiiiiiiiiii e

METODO BASE .....oouiuiiieieieeeesie ettt tene et seseesene s
IMAageM INEGIal ...
FRATUIES ... e
Aprendizado de MAQUING ........oeiiiiiiiiiiiieeee e
O Aprendizado €m CasCata ............ueiieeeeeiiiiiiiiiiiie e e e e e e e

SOFTWARE . ... e eennes

OPEN CV e

TRABALHO DESENVOLVIDO. ...,
1] (<o oF= Lo 1P
O00] 1] (o] ¢ [0 I TETE TR

TABELA DE RESULTADOS .....ootiiiiiiiieie e

TRATAMENTO DA IMAGEM EMOTIVA .....cooviiieieeeeeeee e
LIMIAR ...ttt n ettt s et eee e et et esesn s e naeseen s
(010 ]\ [0 11 RO
PARAMETROS COMPARATIVOS PARA DETERMINACAO

EMOGCIONAL ...ttt ettt en et en et tesean s naesenn s
DESCRICAO DOS PARAMETROS .......coviiiieieeeeeeeeeee e
NORMALIZACAOD ...ttt ettt

REDES NEURAIS ARTIFICIAIS ...
O ALGORITMO DE APRENDIZADO — RETROPROPAGACAO................
TREINAMENTO DA REDE NO MATLAB®......ccciiiiiiiiiiiiiiiiee e

RESULTADOS FINAIS PARA DETECCAO DE EMOCAO..........c.c.c........

RESULTADO DA REDE NEURAL PARA A BASE DE DADOS DE
TREINAMENTO ..ottt

RESULTADOS PROGRAMA FINAL ....cottiiiiie e

ANALISE DOS RESULTADOS ......ooiiiiiiiieecteeteeeeeete e

PARAMETROS COMPARATIVOS PARA DETERMINACAO

Y (@ 1 (@ N2 TR
Abertura Horizontal da BOCaA ........c.uviveiiiiiiiieieee et e e
Abertura Vertical da BOCa ..........oivviiiiiiiiciee e
Distancia Horizontal do centro da boca............ccooevvviiiiiiiiiiiiicie e
Distancia Vertical do centro da boCa...........ccoevvviiiiiiiiiiiccie e
Abertura horizontal OCUIAT ...........ovveiieii e
Abertura VErtiCal OCUIAT ..........ooveiiiiie e
Comprimento horizontal da sobrancelha...........ccccccccviiiiiiiiiiiiiiiiiiiiiiiieen,
Comprimento vertical da sobrancelha...........c.ccoooooiiiiiiiiii e,
Distancia do ponto superior da sobrancelha..........cccccccciiiiiiiiiiiiiiiiiiinnnnn.



10.1.10
10.1.11

10.2
10.3

11
111

12

13

14

15

Levantamento exterior da sobrancelna ........ccooo v 90

Levantamento interior da SoODranCelNa ........oovveveei it eeeeeaeas 91
ANALISE DOS RESULTADOS DE DETECCAO DA EMOCAO ................ 93
LIMITAGOES ...ttt ste s 93
CONCLUSOES ...ttt ettt e e e et e e 95
TRABALHOS FUTURODS .. ..o ettt ettt 95
REFERENCIAS ..ottt 97
ANEXO | — PERMISSAO PARA UTILIZAR O DATABASE COHN-

KANADE(T. KANADE, 2000) .......cciieeiieee et eeeeeee e ee e e e ee e ee e 99
ANEXO Il = PROGRAMA FINAL OPENCV.....oooieeeeeeeeeeeeeeeeeeeeee e 100
ANEXO 11l = PROGRAMA MATLAB ... e eeee e einaan 122



12

1 INTRODUCAO

Expressoes faciais sdo uma das mais poderosas, naturais e imediatas formas
para seres humanos comunicarem suas emocdes e intencbes. O rosto pode
expressar emocgfes antes que as pessoas coloquem em palavras, ou até mesmo

antes de perceber os seus proprios sentimentos.

Na ultima década, muitos progressos aconteceram para a criagdo de sistemas
de computador para entender e usar essa forma natural de comunicagdo humana. A
maioria dos sistemas tenta reconhecer um pequeno conjunto de expressdes
emocionais como a alegria, surpresa, raiva, tristeza, medo e aversado. Essa pratica
pode resultar do trabalho do Darwin, e mais recentemente do Ekman e do
Friesen(1982), que propuseram que as emocdes basicas possuem expressdes
faciais correspondentes. Porém, diariamente essas expressdes sao relativamente
infrequentes. Em vez disso, emoc¢des normalmente acontecem por mudancas sutis,
em uma ou poucas caracteristicas faciais discretas; como em um momento de raiva
o aperto dos labios, ou obliqguamente baixar o canto dos labios na hora da tristeza, e
também levantar as sobrancelhas no momento de uma saudacdo. Para capturar
essas sutilezas das emocdes humanas e metalinguisticas da comunicacdo, o

reconhecimento automéatico dessas pequenas mudancas é necessario.

Ekman e Friesen (2002) entdo acharam ser necessaria a criacdo de padrdes
de codificacdo. O Facial Action Coding System (FACS) é o mais objetivo e
compreensivo sistema de codificacdo nas ciéncias comportamentais. Esse descreve
as expressoes faciais em unidades de acéo (Action Units — AU’s). Das 44 AU’s que
eles definiram, 30 sdo anatomicamente relacionadas com a contragdo de musculos
faciais especificos (12 AU’s para a parte superior da face, e 18 AU’s para a parte
inferior), que podem corresponder a um musculo especifico, ou a um grupo muscular,
e sao essencialmente fonemas faciais (que podem ser assimilados a formar

expressoes).

Os AU’s podem ocorrer individualmente ou em combinac&do. Quando ocorrem
em combinacdo elas podem ser aditivas, na qual a associacdo ndo muda a
aparéncia do elemento; ou podem ser ndo aditivas, na qual essa aparéncia sim ira

mudar. Mesmo por existindo um numero baixo de AU’s, mais de 7.000 combinagdes



13

podem ocorrer. FACS fornecem o poder necessario para descrever os detalhes da

expressao facial.

Uma grande porcentagem da comunicacdo humana é n&o verbal, e entre
esses sinais nao verbais, grande parte est4 na forma de acgbes faciais. Um sistema
gue pudesse analisar as expressoes faciais em tempo real sem intervencdo humana,
poderia ser aplicado em diferentes campos como: psicologia, computacéo afetiva e
grafica. Um sistema assim seria de extrema importancia para uma maquina que é
inteligente emocionalmente e socialmente, e que € esperada para lidar diretamente

com o publico.

Antigamente existiam diferentes técnicas de classificacdo para reconhecer
unidades de acdo e suas combinacdes. A maioria das tentativas de fazer uma
andlise automatizada, possuiam um pequeno conjunto de prototipos de expressdes

emocionais. Alguns exemplos desses trabalhos séo:

- M. Suwa, N Sugie e K. Fugimora (1978), que langcaram um programa na
tentativa de analizar as expressfes a partir do acompanhamento de 20 pontos

especificos em uma sequencia de imagens;

- K. Mase (1991) que manualmente selecionou regides faciais que
correspondiam a musculos da face e calculou o0 movimento dentro dessas regibes

usando fluxo éptico;

- Y. Yacoob e S. L. Davis (1996) que também usaram o fluxo 6ptico, mas ao
invés de usarem o0s grupos de musculos, utilizaram a regido de superficie de

caracteristicas faciais (sobrancelhas, olhos, nariz e boca).

Neste trabalho, optamos por desenvolver um programa semi automatizado
que analisa uma foto neutra e uma foto emotiva e informa qual a emogdo mais
provavel descrita pelas caracteristicas faciais. Usaremos os FACS(EKMAN,
MATSUMOTO e FRIESSEN, 1982) como método de interpretacdo dos pontos
especificos e pré-determinados. De acordo com Sayette (2001) podemos confiar na
ocorréncia e correta identificacdo dos AU’s para descrever as mudangas emocionais

sentidas pelo individuo.
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Até o presente momento, FACS séo usados na analise de videos em camera
lenta e identificados por pessoas treinadas que os assistem repetidamente. Para
descartar a interpretacdo humana das condi¢bes de interpretacdo, estudaremos
métodos existentes para identificacdo de sequéncias gravadas e equacionaremos 0s

possiveis movimentos para avaliar as diferencas em relacao a posi¢cao neutra.

Primeiramente estudamos cuidadosamente os AU’s do FACS (EKMAN,
FRIESEN e HAGER, 2002) e avaliamos quais seriam o0s possiveis de ser
identificados e analisados em imagens frontais, escolhemos 21 que satisfazem
esses quesitos e independem do tempo de duracdo (esse ponto é importante por
estarmos analisando fotografias e ndo videos). Desses 21 AU’s, 5 sao localizados na
parte superior da face e 16 na parte inferior. Para localizar as regides desejadas da
foto, utilizaremos a biblioteca OpenCV e a metodologia de Viola Jones para treinar
HaarCascades especificos para cada AU. Primeiramente localizamos a face na foto,

e depois partes caracteristicas de cada AU como: sobrancelha; boca; olhos e nariz.

Tendo a localizacdo na foto das areas desejadas, separamos apenas 0S
contornos para limpar a imagem e conseguir matematicamente interpretar a
presenca/auséncia do AU em questdo. Esses AU’s e sua determinada intensidade

sdo combinados para descrever uma ou mais emocoes presentes na fotografia.

Para a parte final da decisdo de qual emocdo que estd sendo tratada,
utilizamos redes neurais treinadas com o algoritmo de retropropagacdao. Utilizamos a
caixa de ferramentas de redes neurais do Matlab para criar e treinar a rede e fazer

os testes com outras imagens.
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2 FACS

O FACS (EKMAN, FRIESEN e HAGER, 2002), sistema de codificagédo das
acOes faciais na traducao literal é utilizado para separar e analisar individualmente
cada pequena alteracdo descrita na face. Os AU’s sdo as pecas usadas no quebra
cabeca que ilustra a face humana, os movimentos descritos nos AU’s sao causados

pela atuacdo de musculos, os principais podem ser encontrados na Figura 1 abaixo:

(B) Vista anterior

Figura 1 - Masculos da Face (Fonte: A - (ANONIMO) B - (MOORE
e DALLEY, 2007)

Cada AU é cuidadosamente estudado, entendendo por completo qual o
musculo causador do movimento, quais as principais aparéncias demonstradas na

face e as variacfes possiveis entre diferentes pessoas.

Toda essa atividade facial € manifestada em discretos movimentos
interpretados pela presenca ou ndo dos AU’s equivalentes, no entanto € preciso
integrar toda essa informacéo novamente para poder avaliar o evento facial presente
e entdo interpreta-lo com emocao. A tabela abaixo apresenta as seis emocdes

estudadas neste trabalho e quais os AU’s que a caracterizam:
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Tabela 1 — AU’s representantes de emocgdes

Emocéo AU’s Presentes
Tipico Variacdes aceitaveis
Surpresa 1+2+5B+260u27 1+2+5B
1+2+26
1+2+27
5B+26
5B+27
Medo 1+2+4+5+20+25,26 ou 27 1+2+4+5
1+2+5 (25,260u27 possiveis)
5+20 (25,260u27 possiveis)
Alegria 6+12
Tristeza 1+4+11+15B+250u26 1+4+11
1+4+15+250u26 1+4+15B
6+15+250u26 1+4+15B+17
11+15B
11+17
Nojo 9
9+16+250u26
9+17
10
10+16+250u26
10+17
Raiva 4+5+7+1+22+23+250u26 Qualquer variacao da
4+5+7+10+23+250u26 combinacdo apresentada ao
4+5+7+23+250u26 lado sem um dos seguintes
4+5+7+17+23 AU’s: 4, 5,7 ou 10.
4+5+7+17+24
4+5+7+23
4+5+7+24

Fonte: (EKMAN, FRIESSEN e HAGER, 2002)

A seguir apresentamos uma descri¢do detalhada de cada uma das Unidades

de Acdo: quais suas caracteristicas visiveis, como reconhecé-las e os musculos

envolvidos em cada movimento.
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2.1 ACTION UNIT 1

O maior musculo da face humana, o Frontalis, liga verticalmente o couro
cabeludo a sobrancelha fixando todos os movimentos executados pela testa. A parte
central (centralis) deste musculo € responsavel realizar o deslocamento
caracteristico do AU1, que ajeita o canto interno da sobrancelha para cima formando

uma figura obliqua.

Figura 2 - A - Masculo Frontal (Fonte:(PUTZ e PABST, 2006)); B - AU1

Aparéncia caracteristica do AU1:

- Secdo interna da uma ou ambas as sobrancelhas e puxada para cima.
- Na maioria dos casos produz uma forma obliqua as sobrancelhas.

- Pode causar rugosidade na testa, no caso deste AU as rugas ficam limitadas
apenas a area central da testa exibindo uma forma mais curva do que horizontal
(centro mais elevado). Criancas e adolescentes podem ndo apresentar esse atributo
e no caso de rugas permanentes, as mesmas podem apresentar profundidade

acentuada.

- O ponto extremo externo das sobrancelhas pode também se mover um
pouco, mas diferentemente do que ocorre com o AU2, nesse caso 0 movimento &

em direcdo a linha central da face e néo para cima.
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2.2 ACTION UNIT 2

O mesmo musculo agente do AU descrito acima causa o movimento da
parcela externa da sobrancelha, isso ocorre devido ao fato de que parte central e
lateral tem acdes separadas e independentes. No AU2 percebemos a contracdo das
laterais da testa causando o levantamento da parte externa da sobrancelha

formando uma figura curvada.

Figura 3 - AU2

Aparéncia caracteristica do AU2:

- Secao externa de uma ou ambas as sobrancelhas € levantada.
- Produz na maioria dos casos uma forma arqueada aguda nas sobrancelhas.
- Estica para cima a parte lateral das palpebras.

- Em muitos casos apresenta rugosidade distinta nas areas laterais da testa
em cima das sobrancelhas. Algumas pessoas podem também apresentar rugas na

area central, porém estas sdo pouco profundas quando comparadas com as laterais.

- Novamente é necesséario muito cuidado para ndao confundir o AU1 com o
AU2. A parte interna da sobrancelha pode também se movimentar, mas nesse caso

€ um movimento puxado para fora e ndo para cima.
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2.3 ACTION UNIT 4

Este AU é consequéncia da composi¢cdo de acdo de 3 musculos distintos da
face superior: o primeiro deles, o Depressor supercilii, tem posicionamento obliquo a
testa, emergindo perto da base do nariz e subindo para o exterior da testa logo
acima da sobrancelha (este é o mais potente dos trés e puxa as sobrancelhas em
um movimento de unido para baixo); o segundo musculo, o Depressor glabellae,
também tem inicio proximo a base do nariz, mas sobe verticalmente com uma
abertura radial; o ultimo dos trés musculos, o Corrugator supercilii, liga a parte
interna da sobrancelha/testa ao canto do olho. Os musculos normalmente agem de
forma integrada para proporcionar os elementos visiveis do AU4, mas dependendo
da intensidade e particularidade do movimento, podemos perceber um pouco mais

de participacdo de cada um deles.

Figura 4 - A - Depressor supercilii; B — Depressor glabellaer; C — Corrugator
supercilii (Fonte: (PUTZ e PABST, 2006)); D - AU4

Aparéncia caracteristica do AU4:

- Abaixa uma ou ambas as sobrancelhas. Pode ser notado na parte interna,

externa ou na sobrancelha como um todo.
- Empurra a palpebra para baixo e pode estreitar a abertura do olho.
- Aproxima as sobrancelhas.

- Produz rugas horizontais entre as sobrancelhas. Em alguns poucos casos,
essas rugas podem estar presentes em um angulo de 45° ou uma combinagao de

horizontal e angular.
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- Pode causar pequenas rugas na base do nariz.

- Pode produzir uma protuberancia muscular descendo do centro da testa em

direcéo ao canto interno da sobrancelha.

2.4 ACTION UNIT 6

Existe um musculo que circula a orbita ocular, orbicularis oculi (pars orbitalis),
esse musculo percorre toda a area interna e proxima as sobrancelhas e abaixo do

sulco. O AUG6 puxa toda a pele nesta zona de influencia em dire¢éo ao olho.

Figura 5 - A — Orbicularis oculi (Fonte:(PUTZ e PABST, 2006)); B - AU6

Aparéncia caracteristica do AUG:

- Puxa a pele da témpora e bochechas em direcdo ao olho e contrai a banda

externa do musculo.
- Levanta o triangulo infra-orbital.

- Empurra a pele ao redor dos olhos em direcdo ao soquete ocular podendo

estreitar a abertura dos olhos.

~

- Pode causar pés de galinha, estendo-se radialmente a partir do canto
externo do olho.

- Aprofundo o sulco da palpebra inferior.

- Pode abaixar a porcéo lateral das sobrancelhas.
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2.5 ACTION UNIT 7

O musculo responsavel pelo AU6 é também o responsavel pela AU7, porém
neste caso é a parte mais interna da coroa circular, pars palpebralis, (que percorre
toda a area interna e proxima as palpebras) que executa a acdo. Quando contraido,
ele puxa as palpebras e toda a pele proxima para dentro em direcdo ao canto interno

do olho.

Figura 6 - AU7

Aparéncia caracteristica do AU7:

- Estica as palpebras.
- Estreita a abertura dos olhos.
- Normalmente é mais perceptivel na palpebra inferior do que na superior.

- Levanta a pélpebra inferior fazendo com que mais do olho seja coberto do

gue o normal.
- As palpebras perdem parte de sua forma curva apresento desenho mais reto.
- Um pequeno inchacgo é perceptivel abaixo da péalpebra inferior.

- E possivel que o AU7 seja percebido somente em um lado da face e AU6 na

outra, nesse caso deve-se anotar a anomalia como AUG6 bilateral.
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2.6 ACTION UNIT 10

O AU10 é causado pelo musculo Levator labii superioris. Ele emerge no
centro do triangulo infraorbital indo até a extremidade inferior do nariz. Neste AU a

pele acima do labio é erguida em direcdo a bochecha puxando o labio superior.

Figura 7 - A - Levator labii superioris (Fonte:(PUTZ e PABST, 2006)); B - AU10

Aparéncia caracteristica do AU10:

- Ergue o labio superior. A parte central do labio tem um movimento mais

acentuado do que os cantos.
- Causa o desenho de uma curva quadratica negativa nesta parte do labio.
- Empurra o triangulo infraorbital para cima, podendo causar rugas.
- Pode inflar as bolsas laterais ao nariz.
- Alarga e eleva as asas das narinas.

- Em casos de movimento acentuado, os labios podem separar.
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2.7 ACTION UNIT 11

O Zygomaticus minor, musculo responsavel pelo movimento deste AU
emerge abaixo do 0sso malar e termina acima do Iabio superior. A indefinicdo exata
da separacdo dos musculos nessa area do rosto pode acarretar na presenca de

pequenas acdes de outros musculos também.

Figura 8 - A - Zygomaticus minor (Fonte:(PUTZ e PABST, 2006)); B - AU11

Aparéncia caracteristica do AU11:

- Puxa o labio superior na diagonal em direcéo a orelha, o ponto puxado fica a

um guarto da distancia entre os cantos do labio.
- Aprofundo o sulco nasal.
- Puxa a pele do sulco nasal para cima.

- Infla levemente a parte central do triangulo infraorbital.
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2.8 ACTION UNIT 12

Este AU utiliza o mesmo musculo do AU anterior, porém com maior
intensidade e por completo. Os cantos do labio s&o puxados obliqguamente em

direcdo ao osso malar.

Figura 9 - A - Zygomaticus major (Fonte:(PUTZ e PABST, 2006)); B — AU12

Aparéncia caracteristica do AU12:

- D4 a boca um formato de “U”.

- Aprofunda o sulco nasal, empurrando o lateralmente e para cima. A pele

préxima a essa area tem o mesmo movimento podendo apresentar rugas.
- Triangulo infraorbital € erguido podendo apresentar demarcacao dos sulcos.

- Um movimento forte pode apresentar: bolsas na pele inferior ao olho; pés de
galinha; leve fechamento dos olhos; alargamento das narinas.

- Vale prestar atencdo que as diferencas entre um AU12 forte e um AU6 séo

ténues.
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2.9 ACTION UNIT 15

Causado pelo Depressor anguli oris que emerge na lateral do queixo e se

estende até o canto do labio. As laterais do |abio sédo puxadas para baixo.

Figura 10 - A - Depressor anguli oris (Fonte:(PUTZ e PABST, 2006)); B - AU15

Aparéncia caracteristica do AU15:

- Muda a forma do labio deixando-o angulando para baixo nas extremidades,

e geralmente o labio inferior esta esticado horizontalmente.
- Produz rugas e aparéncia de bolsas logo abaixo do labio inferior.

- Pode causar mudanca na area do queixo.
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2.10 ACTION UNIT 17

Causado pelo Mentalis que interliga o labio inferior a area abaixo do queixo.

Neste movimento a pele do queixo € esticada para cima empurrando o labio.

Figura 11 - A — Mentalis (Fonte:(PUTZ e PABST, 2006)); B - AU17

Aparéncia caracteristica do AU17:

- Empurra o queixo para cima.
- Labio inferior pode ser erguido.

- Pode causar rugas conforme a pele do queixo é esticada e em alguns casos

apresenta uma pequena depressao abaixo do labio.
- Da a boca a forma de um U invertido.

- Em movimentos acentuados a area logo abaixo do labio pode sobressair.
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2.11 ACTION UNIT 18

Os musculos responséaveis por este AU estdo localizados acima do labio
superior (Incisivii labii superioris) e abaixo do labio inferior (Incisivii labii inferioris).
Quando contraidos, eles puxam os labios em dire¢cdo radial causando sobre-

saliéncia dos mesmos.

Figura 12 — A:Buccinator; B:Incisivii labii superioris; C:Incisivii labii inferioris
(Fonte:(PUTZ e PABST, 2006)); D:AU18

Aparéncia caracteristica do AU18:

- Empurra os labios para fora e os puxa radialmente.
- Deixa a abertura oral menor e mais redonda.
- Produz rugas na pele acima e abaixo dos labios.

- Pode ocasionalmente afetar somente um dos labios, T18 (superior) B18
(inferior).
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2.12ACTION UNIT 19

Neste Action Unit é preciso ver a lingua a frente da linha dos dentes. O critério
de sobre-saliéncia da lingua € necessério para diferenciar esse AU do perfil normal

de comer, falar, etc.. Nao basta ver a lingua quando a boca estiver aberta.

Figura 13 - AU19

Aparéncia caracteristica do AU19:

- Pelo menos a ponta da lingua deve estar visivel e a frente dos dentes, na

linha da parte vermelha dos labios.

- Nao existe distincdo entre o quanto da lingua esta aparente ou sua posi¢cao

guando fora da boca.

- Este AU normalmente € acompanhado pelos AU’s 25, 26 ou 27.
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2.13 ACTION UNIT 20

Este AU tem acédo principal do musculo Risorius, o canto do labio é ligado a
extremidade da mandibula logo abaixo da orelha. Os labios sdo esticados

horizontalmente em direcéo as orelhas.

Figura 14 - A — Risorius (Fonte:(PUTZ e PABST, 2006)); B - AU20

Aparéncia caracteristica do AU20:

- Apresenta movimento principal no eixo horizontal, porém as extremidades

laterais do labio podem ser elevadas ou rebaixadas.
- Alonga o perfil da boca.
- Afina os labios.
- Parte da bochecha proxima ao labio é esticada.
- Pode apresentar rugas nas areas proximas ao canto do labio.
- Estica a pele do queixo.

- Pode alargar as narinas.
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2.14 ACTION UNIT 23

O Orbicularis oris, presente na Orbita oral dentro dos labios é responsavel por

apertar e afina-los.

Figura 15 - A - Orbicularis oris (Fonte:(PUTZ e PABST, 2006)); B - AU23

Aparéncia caracteristica do AU23:

- Aperta os labios, deixando a parte avermelhada mais fina.

- Pode causar um enrolamento da parte vermelha do labio, fazendo-o

praticamente desaparecer.
- Pode aparentar sobre saliéncia dos labios.

- Pode apresentar rugas acima do labio e bolsas musculares abaixo. Rugas

no queixo também podem ocorrer.

- Pode ocasionalmente afetar somente um dos labios, T23 (superior) B23

(inferior).
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2.15 ACTION UNITS 25, 26 & 27

Estes AU’s sdo analisando em conjunto pois tratam do movimento da abertura
da boca, separacdo dos labios e dos dentes. O AU25 relaciona a distancio entre os
labios; AU26 especifica o movimento vertical da mandibula; e o AU27 mede o

movimento horizontal das laterais dos labio quando este é aberto.

Aparéncia caracteristica do AU25:

- Separacéo dos labios.
- Exposicao dos dentes e gengivas.

- Cavidade oral pode ser exposta, esta caracteristica € dependente dos AU’s
26 e 27

Aparéncia caracteristica do AU26:

- Mandibula é abaixada, inferindo uma possivel separacao dos dentes.

- Caso os labios estejam separados é possivel ver uma distancia entre os

dentes superiores e inferiores.

- Passa a impresséo de que a mandibula caiu, sem presenca de forca sendo

executada (simples relaxamento do musculo)

Aparéncias caracteristicas do AU27:

- A mandibula é forcada para baixo.

- Abertura da boca ocorre até rebaixamento méaximo da mandibula, mudando

a forma oval da boca de eixo longo horizontal para vertical.
- Aparente esticamento dos labios.
- Achatamento das bochechas.

- E possivel que ocorra sem separacao dos labios.
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Figura 16 - A - Temporalis; B - Masseter; C — Pterygoids centralis (Fonte:(PUTZ e
PABST, 2006))

Figura 17 - A - AU25 sem aparecimento da cavidade oral; B - AU25 com aparecimento
da cavidade oral; C - AU26; D - AU27
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2.16 ACTION UNIT 28

Envolve a acdo do musculo Orbicularis oris, orbital a boca. Neste AU 0(s)

labio(s) sdo puxados para dentro da boca.

Aparéncia caracteristica do AU28:

- Partes vermelhas e adjacentes do(s) labio(s) sédo sugados para dentro da
boca cobrindo os dentes.

- Estica a pela acima e abaixo dos labios conforme estes sdo puxados para

dentro.
- Achata pele do queixo sem mové-lo para cima.
- Pode causar rugas nas laterais dos labios.

- Pode ocasionalmente afetar somente um dos labios, T28 (superior) B28

(inferior).
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2.17 ACTION UNIT 29

O Pterygoids lateralis causa a protusdo maxilar descrita neste AU.

Figura 18 - A - Pterygoids lateralis (Fonte:(PUTZ e PABST, 2006)); B - AU29

Aparéncia caracteristica do AU29:

- Maxilar inferior € empurrado para frente.
- Queixo aparente estar cravado para fora.

- Dentes inferiores ficam a frente dos superiores.
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2.18 ACTION UNIT 30

Novamente o musculo Pterygoids lateralis move a mandibula, mas dessa vez

0 movimento é lateral.

Figura 19 - AU30

Aparéncia caracteristica do AU30:

- Queixo e labio inferior sdo deslocados da linha média, em um movimento

lateral.

- Quando a boa esta aberta (AU25, 26 ou 27) os dentes inferiores ficam fora
de eixo em relacéo aos superiores. Quanto estédo deslocados para a esquerda = L30,

guando para a direita = R30.



2.19 ACTION UNIT 32

Figura 20 - AU32

Aparéncia caracteristica do AU32:

- E possivel ver uma linha de dentes (inferior ou superior) mordendo o labio.

- Pode ocorrer com apenas uma pequena parte do labio, e ndo ele inteiro.

36
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3 METODOS DE DETECCAO DE FACES

Os métodos de deteccdo faces sdo baseados em diversos tipos de informacéo,
como intensidade de imagem em cinza, as arestas, diferenca de cores, geometria da
face, entre outros. Aqui explicaremos superficialmente alguns dos métodos

desenvolvidos.

3.1 INTENSIDADE DE IMAGEM CINZA

3.1.1 Violae Jones(2001)

O principal método de anélise de imagem em cinza é o proposto por Viola &
Jones (VIOLA e JONES, 2001) que é capaz de processar imagens de forma rapida e
€ 0 método mais utilizado e citado na literatura especializada. Ele é baseado em trés
inovacdes principais que seréo explicadas na Secao4.1m que séo:

e Imagem Integral — permite que todos os dados sejam extraidos em
apenas uma varredura na imagem

e Classificadores utilizando AdaBoost — seleciona os features criticos da
imagem.

e Combinacédo de classificadores em cascata — otimiza a utilizacdo dos
classificadores onde a probabilidade de se encontrar uma face é maior.

Os autores testaram o método e obtiveram em média 80% de taxa de deteccéo

e 5% de taxa de erro.

3.1.2 Rowley(1996)

O método examina pequenas janelas da imagem e define se ha uma face nesta
janela ou nao utilizando redes neurais. Os autores testaram a abordagem em um

conjunto de 130 imagens e obtiveram uma média de 80% de deteccéo.
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3.1.3 Sung e Poggio (1998)

Sung e Poggio apresentaram um algoritmo de detecgdo de faces em fundos
complexos, através de um aprendizado baseado em modelos. Em cada posicao da
imagem, um vetor de caracteristicas € calculado entre a imagem e o modelo.

Baseado nestes vetores o classificador indica se ha uma face ou nao.

Os autores testaram o método em um conjunto de 324 imagens e obteve uma

média 87% de deteccao e 2,5% de falsos positivos.

3.2 ARESTAS

3.2.1 Wang e Tan(2000)

Wang e Tan desenvolveram um método baseado no formato da face, a
imagem é realgcada por seu histograma e em seguida é realizada a deteccdo por
arestas utilizando um filtro. As arestas sao entdo ligadas e o contorno da face é

determinado utilizando a direcédo da ligacdo das arestas.

O algoritmo foi testado pelos autores com 50 imagens de fundo simples e 40
imagens de fundo complexo. No primeiro foram detectadas 100% das faces mas 16%
em posicao errada devido a inclinagdo do rosto e ndo houve falsos-positivos. No
segundo conjunto foram detectadas 87,5% com 12,5% em posicéo erradas e 12,5%

de falsos-positivos.
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3.3 CORES

3.3.1 Cai e Goshtasby(1999)

Este método detecta faces através de transformacdes de cada cor em um
nivel de cinza e utilizando uma funcdo de probabilidade para encontrar faces

humanas na imagem.

Os autores testaram o método e obtiveram uma taxa de deteccdo de 87% e

8,7% de falsos-positivos

3.3.2 Hayuan & Yashida(1995)

Este método se baseia na teoria fuzzy, utilizando dois modelos. Um para
descrever a cor do cabelo e outro para a cor da pele. Baseado em uma funcéo de

probabilidade para o cabelo e para a pele, tenta encontrar as faces nas imagens.

Os autores testaram o método com 233 faces e obtiveram 97% de taxa de

deteccao

3.4 GEOMETRIA

3.4.1 Jeng et al (1998)

Neste sistema localiza-se as possiveis coordenadas dos olhos e entdo busca-
se um nariz, uma boca e sobrancelhas. Os autores testaram o método com 114

imagens e obtiveram 86% de taxa de deteccéo.
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4 TRABALHO DESENVOLVIDO

A primeira parte do desenvolvimento de software para a analise da expressao
facial e identificacdo da emocao sentida € a deteccdo da face e das caracteristicas
(boca, olhos, nariz, etc.). Existem diversos fatores que dificultam a localizacdo da
face, como barba, acessorios, cabelos sobre a face. Além de problemas como
iluminacao, tamanho e posi¢éo. Para o nosso trabalho tratamos de imagens simples

com apenas uma face e bem iluminada para a deteccéo.

4.1 METODO BASE

O método escolhido para desenvolvermos este trabalho foi a técnica
desenvolvida por Paul Viola e Michael Jones(2001) devido a sua facilidade de uso,
rapidez , possuir diversos sistemas que utilizam este método, além de ser muito

citado na literatura especializada.

O método permite uma implementacao rapida e robusta de objetos, o trabalho,
segundo os autores, foi motivado pela possibilidade de deteccéo de faces. O método
desenvolvido possui taxas de deteccdo de faces e de falso-positivos equivalentes
aos melhores métodos publicados a época ((CAl e GOSHTASBY, 1999); (HIJELMAS
e LOW, 2001);(KAH e TOMASO, 1998)).

Existem trés principais contribuicdes para a obtenc&o dos resultados descritos.

A primeira é a criacdo de uma nova representacdo de imagem chamada
Imagem Integral. Ela permite uma rapida avaliagdo das caracteristicas (features)
para a deteccdo da face. Uma imagem integral pode ser obtida com uma Unica
varredura da imagem original. A ideia inspirada no trabalho de Papageorgiou (1998),
mas trabalhando sem a informacé&o de intensidade da imagem pode ser computada
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utilizando poucas operacdes por pixel, e uma vez feitas, qualquer feature do tipo

Haar pode ser calculada em qualquer escala ou localizacao.

A segunda contribuicdo € o método de construcdo de um classificador
selecionando um pequeno numero de features importantes selecionadas a partir do
algoritmo de treino AdaBoost. Isto se faz necessario, pois 0 humero de features do
tipo Haar € muito grande. Para garantir uma classificacdo rapida, o processo de
aprendizagem deve excluir a grande maioria das features disponiveis e focar o

processo em um pequeno conjunto de features criticas.

A terceira principal contribuicdo do método proposto por Viola e Jones(2001)
€ uma técnica para combinar sucessivamente classificadores complexos em uma
estrutura de cascata aumentando a velocidade de deteccdo. Assim as avaliacdes
complexas (mais demoradas) sdo executadas apenas em regifes que ha uma
probabilidade maior de se encontrar uma face. A medida de avaliacdo desta técnica
€ a taxa de falsos negativos, pois uma sub-imagem rejeitada nunca volta ao

processo de classificacao.

4.1.1 Imagem Integral

A imagem integral, base de todo o método proposto constitui em: dado um
ponto (X,y), a imagem integral dele contém a somatoria de todos os pixels acima e a

esquerda do ponto X,y.
x y
() = ) ) i,y
x=1y'=1

Onde ii(x,y) € a Imagem integral do ponto (Xx,y) e i(x,y) é a imagem original.
Ver figura abaixo.
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Figura 21 — valor daimagem integral no ponto (x,y) (Fonte: (VIOLA e JONES, 2001))

Utilizando as seguintes recorréncias a imagem integral pode ser calculada

com uma varredura sobre a imagem inteira.
sC,y) = sty —1D+ ilxy)
ii(x,y) = ii(x—1,y) +s(x,y)
Onde s(x,y) € a soma cumulativa da linha e s(x,-1) =ii(-1,y) =0

Utilizando a imagem integral qualquer retangulo pode ser computado com o
acesso a apenas quatro pontos da imagem como pode ser visto na figura abaixo,

onde a soma dos pixels do retangulo D pode ser calculada como:
ii(1) —ii(2) — ii(3) + ii(4)

Pois ii(1) é a soma dos pixels da area A, ii(2) da area A+B, ii(3) da area A+C e
ii(4) da area A+B+C+D.



43

Figura 22 — Exemplo para célculo daimagem integral no retdngulo D (Fonte: (VIOLA e
JONES, 2001))

4.1.2 Features

O procedimento de deteccdo classifica as imagens baseado nos valores dos
features como citado acima. Existem muitos motivos para utiliza-los ao invés dos
pixels diretamente. A principal razdo é que os features podem servir para codificar
especificamente um dado dominio, o que seria mais dificil utilizando a andlise por
pixels. E o segundo motivo mais importante é a rapidez com que se pode trabalhar

com os features.

O valor de um feature de dois retangulos (partes A e B da Figura 23) € a
diferenca entre a soma dos pixels das duas regiées retangulares. As areas tem o
mesmo tamanho e formato e sdo adjacentes horizontal ou verticalmente. Para o
features baseado em trés retangulos (parte C da Figure 23) computa a soma dos
dois retangulos exteriores e a diferenca do retangulo central. E para o feature de
quatro retangulos € computado a diferenca da soma dos retangulos diagonais.
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A

Figura 23 — Features retangulares para utilizados para detecc¢éo (Fonte: (VIOLA e
JONES, 2001))

Os features apresentados séo relativamente primitivos se comparados com
filtros dirigiveis estudados por Freeman (1991), mas sdo mais eficientes para

encontrar extremidades em figuras rigidas.

4.1.3 Aprendizado de Maquina

Dado um conjunto de features e um conjunto de imagens de faces e nao
faces para treinamento, qualquer procedimento de Aprendizado de Maquina pode
ser utilizado para criar um classificador. No sistema proposto por Viola e
Jones(2001), uma variante do AdaBoost é utilizada tanto para selecionar um
pequeno conjunto de features e treinar o classificador enquanto que no AdaBoost
original o algoritmo de aprendizado € utilizado para impulsionar a performance de
classificagdo de um “classificador fraco”, combinando diversos classificadores fracos

e criar um “classificador forte”.
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O grande desafio do algoritmo é encontrar os features criticos para criar um
classificador eficiente, pois h& cerca de 180.000 features retangulares em imagens
de 24x24 pixels em cada sub-imagem. Mesmo que cada caracteristica possa ser

processada rapidamente, computar integralmente todos os features € proibitivo.

Para atingir o objetivo de eficiéncia e encontrar os features criticos, o
classificador fraco € desenvolvido para selecionar um unico feature retangular que
melhor separa entre exemplos positivos e negativos (menor erro). Para cada feature

o classificador fraco determina o limite 6timo da funcéo de classificacao.

Portanto um classificador fraco hj(x) consiste em uma sub-imagem X, um

feature f;, um limite 6; e uma paridade p; que indica a direcdo da desigualdade.

h(x) = 1sep;f; < p;b;
J 0 caso contrario
Na Figura 24 descrevemos em resumo o algoritmo de AdaBoost para selecao
dos features de maior peso. Nele, um conjunto T de hip6teses (cada hipoétese t;
criada com um unico feature) avalia o conjunto de imagens. A saida do algoritmo é
uma hipotese final criada a partir da combinacédo ponderada de T, onde o peso de t;

é inversamente proporcional ao seu erro de treinamento.



Sendo T o conjunto de hipéteses a serem avaliadas onde cada t é
construida utilizando um Unico feature.
Dadas imagens de exemplo (Xa, Y1)y--(Xn,Yn) onde

_ { 1 para exemplos positivos
~ |0 para exemplos negativos

1 —
%paray—o

Inicializar os pesos w,; ={“] onde
- paray = 1
{ m = nlmero de exemplos ndo — face
[ = nimero de exemplos face
Parat=1...T:
o Normalizar os pesos w,; = ——, assim w; é a distribuicéo de

j=1Wtj
probabilidade
o Para cada feature, j, treinar um classificador h; restrito a um Gnico
feature.
= Calcular o erro e; = ¥ w;|h;(x;) — yi
o Escolher o classificador hycom o menor erro e;

o Atualizar os pesos

et

1-e;
Weyi = WS, L onde = T

{0, se x; esta classificado corretamente
t 1, caso contrario

O classificador forte é dado por:

1
1,se 2?:1 ache(x) = 52{=1 a

0, caso contrario

h(x) = { onde a; = log (1/By)

Figura 24: Algoritmo para construir um classificador forte
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4.1.4 O Aprendizado em Cascata

Esta secdo descreve o algoritmo para a construgdo de cascatas de
classificadores que consegue uma maior performance de deteccdo do que o
AdaBoost. O principio chave do algoritmo é que classificadores menores podem ser
construidos para rejeitar muitas sub-imagens negativas enquanto detecta todas as
possiveis instancias de uma face (o limite do classificador impulsionado pode ser
ajustado para que os falsos-negativos sejam proximos de zero). Classificadores
simples sdo utilizados para rejeitar a maiorira das sub-imagens enquanto
classificadores mais complexos sdo chamados para diminuir a taxa de falsos

positivos.

Os niveis de cascata sdo construidos treinando classificadores utilizando o
algoritmo apresentado na Figura 27, tal que estes sdo varios classificadores
sequenciais, cada um deles com um numero menor de classificadores fracos.
Comecando com um classificador forte de dois features, um filtro de face eficiente

pode ser obtido ajustando o limite do classificador forte para minimizar falsos-
. .. e . 1 , . e . .
negativos. O limite inicial, EZ{zlat, € projetado para minimizar o erro no conjunto de

treino. Um limite mais baixo rende taxas superiores de deteccao e de falsos-positivos.

O desempenho de deteccdo de um classificador de dois features ndo é
aceitavel como um sistema de deteccdo de objetos. Entretanto o classificador pode
diminuir significativamente o numero de sub-imagens que precisam de um

processamento mais complexo com poucas operagoes
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Figura 25: a e b — primeiras features do ada-boost, c —imagem a ser classificada, d e e
— feature sobreposta a imagem. O primeiro feature mede a diferenca de intensidade entre a
regido dos olhos e a regido das bochechas superiores. O segundo feature compara a

intensidade da regido dos olhos em comparagdo com o nariz (Fonte: (VIOLA e JONES, 2001))

O processo de deteccdo tem a forma de uma arvore de decisdo degenerada,

ou cascata (ver Figura 26). Um resultado positivo do primeiro classificador dispara a
avaliacao pelo segundo classificador, que foi ajustado para obter altas taxas de

deteccdo. Um resultado positivo no segundo classificador dispara o terceiro e assim

por diante. Um resultado negativo em qualquer ponto, leva a rejeicado da sub-imagem.

Todas as sub-imagens

Processamento

Rejeitar sub-imagem

Figura 26 — Processo de detec¢cdo em cascata

A estrutura de cascata € construida com base num conjunto de deteccéo e de
metas de desempenho. Dada uma cascata de classificadores, a taxa de falsos

positivos da cascata é:
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.
F=Hﬁ,

Onde F é a taxa de falsos-positivos da cascata de classificadores, K € o
namero de classificadores e f; € a taxa de falso-positivo do i-ésimo classificador. A

taxa de deteccao é:

.
D=]]d,
i=1

Onde D é a taxa de deteccdo da cascata de classificadores e d; € a taxa de

detecc¢do do i-ésimo classificador.

Dados os objetivos concretos de taxa de deteccdo e falsos-positivos, é
possivel determinar as taxas de cada estagio do processo em cascata. Por exemplo
para uma taxa de deteccdo de 90% pode ser obtida com um classificador de 10

estagios se cada estagio tem taxa de deteccéo de 0.99 (0.99'° = 0.90).

O numero de features avaliadas ao processar imagens reais €
necessariamente um processo probabilistico. Dada uma sub-imagem qualquer, ela
progredira na cascata, um classificador por vez, até que seja determinado se a
imagem é uma face ou ndo. O comportamento esperado deste processo é
determinado pela distribuicdo das imagens num conjunto de testes. A medida chave
de cada classificador € a taxa de positivos (a proporcdo de imagens que estdo
marcadas como potenciais faces). O numero de features que serdo avaliados é dado

por:

K
N=ng+ E mHg;_,-
i=1

ji

Onde N é o numero esperado de features a serem avaliados, K € o numero
de classificadores, p; € a taxa de positivos do i-ésimo classificador e njé o nimero de

features no i-ésimo classificador.
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O processo de treinamento envolve algumas consideracfes a serem feitas.
Na maioria dos casos quanto mais features forem avaliadas, maior serd a taxa de
deteccdo e menor sera a taxa de falsos-positivos, entretanto sera necessario mais
tempo para avaliar a imagem. A principio, pode-se definir um modelo de otimizag&o
no qual sdo considerados:
¢ O numero de estagios de classificadores
e O numero de features de cada estégio

e O limite de cada estagio

Para minimizar o numero de esperado de features N, dado um objetivo F e D.

Entretanto fazer esta otimizacdo € um problema dificil.

Na pratica um modelo muito simples é utilizado para produzir um classificador
eficiente e efetivo. S8o selecionadas as taxas minimas aceitaveis para f; e d;. Cada
camada da cascata é treinada utilizando AdaBoost como explicado acima com o
namero de features usado, aumentando até termos os objetivos de taxa de deteccao
e falsos-positivos para aquele nivel. As taxas sdo testadas testando o classificador
num conjunto de imagens de validagdo. Se a taxa de falsos-positivos nao tiver sido
atingida, mais uma camada é adicionada a cascata. O algotmo esta explicado mais

detalhadamente na figura abaixo.



Selecionar os valores de f, a maxima taxa de falsos-positivos por
camada.

Selecionar os valores de d, a taxa minima de detec¢éo por camada.
Selecionar a taxa Fopj de falsos-positivos do classificador final.

P = conjunto de exemplos positivos (face)

N = conjunto de exemplos negativos (ndo-face)

Fo=1

Do=1

=0

Enquanto Fi> Fop,;
o i=i+1
o ni=0
o Fi=Fi

o Enquanto Fi>f* Fi
B Ni= N
= Utilizar P e N para treinar o classificador n; features com
AdaBoost
= Avaliar o classificador em cascata atual com o conjunto de
validacéo para determinar F;e D;
= Diminuir o limite para o i-ésimo classificador até que a
taxa de deteccdo da cascata atual seja d*D;;
o N=0
o SeF> Fobj
» Avaliar o classificador em cascata atual no conjunto de
imagens negaticas e inserir as deteccbes falsas no

conjunto N

Figura 27: Algoritmo para construcédo de detector em cascata
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5 SOFTWARE

5.1 OPEN CV

Foi utilizada a biblioteca OpenCV por ser uma biblioteca consagrada e de
acesso livre. Possui diversos algoritmos implementados como exemplo além de
vasta documentacdo oficial. E possivel encontrar diversos foruns de discussdo na

internet que auxiliaram o processo de aprendizagem da linguagem de programacao.

OpenCV é uma biblioteca desenvolvida em cédigo C e C++ e & multi-
plataforma (pode ser utilizada em Linux, Windows e MacOS). Além disso, possui
interface para desenvolvimento em outras linguagens como Python e Ruby. A
principal meta do OpenCV é prover a infra-estrutura basica para o desenvolvimento

de aplicacdes de Visdo Computacional.
5.2 TRABALHO DESENVOLVIDO

Basicamente desenvolvemos aplicativos baseados na documentacdo do
OpenCV para deteccdo da face e das caracteristicas do rosto. Apds isto,
desenvolvemos um método para detectar o contorno destas caracteristicas para

analise futura das emocoes.

5.2.1 Deteccao

O algoritmo para deteccao da face e das partes do rosto € o mesmo, a Unica
diferenca € o Haar Cascade utilizado em cada etapa para classificacdo das imagens.
O cadigo busca o feature desejado conforme o Haar Cascade utilizado e desenha

um circulo em volta do objeto encontrado.

Utilizamos para testar o algoritmo e escolher o cascade diversas fotos com
iluminacdo diferentes, com mais de um rosto e outros, entretanto os resultados

foram satisfatorios apenas para fotos simples e bem iluminadas.



#define CV_NO_BACKWARD_COMPATIBILITY
#include "cv.h"
#include "highgui.h"

#include <iostream>
#include <cstdio>

#ifdef EIC
#define WIN32
#endif

using namespace std;
using namespace cv;

void detectAndDraw( Mat& img,
CascadeClassifier& cascade, CascadeClassifier& nestedCascade,
double scale);

String cascadeName =

"..l../data/haarcascades/haarcascade_frontalface_alt2.xml"; //Aqui se colocam o0s
HaarCascades desejados

String nestedCascadeName =

"..l../data/haarcascades/haarcascade_frontalface_alt_tree.xml";

int main( int argc, const char** argv )
{
CvCapture* capture = 0;
Mat frame, frameCopy, image;
const String scaleOpt = "--scale=";
size_t scaleOptLen = scaleOpt.length();
const String cascadeOpt = "--cascade=";
size_t cascadeOptLen = cascadeOpt.length();
const String nestedCascadeOpt = "--nested-cascade”;
size_t nestedCascadeOptLen = nestedCascadeOpt.length();
String inputName;

CascadeClassifier cascade, nestedCascade;
double scale = 1;

for(inti=1;i<argc; i++)

if( cascadeOpt.compare( 0, cascadeOptLen, argv][i], cascadeOptLen ) ==0)
cascadeName.assign( argv[i] + cascadeOptLen );
else if( nestedCascadeOpt.compare( 0, nestedCascadeOptLen, argv]i],
nestedCascadeOptLen ) ==0)
{
if( argv[i][nestedCascadeOpt.length()] =='=")
nestedCascadeName.assign( argv[i] + nestedCascadeOpt.length() + 1);
if( 'nestedCascade.load( nestedCascadeName ) )
cerr << "WARNING: Could not load classifier cascade for nested objects" <<
endl;

else if( scaleOpt.compare( 0, scaleOptLen, argv][i], scaleOptLen ) ==0)

if( !sscanf( argv[i] + scaleOpt.length(), "%lIf", &scale ) || scale < 1)
scale =1,

}
else if( argv[i][0] =="-")
{
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\0))

0);

cerr << "WARNING: Unknown option %s" << argv[i] << endl;
}
else
inputName.assign( argv[i] );
}

if( lcascade.load( cascadeName ) )
{
cerr << "ERROR: Could not load classifier cascade" << endl;
cerr << "Usage: facedetect [--cascade=\"<cascade_path>\"]\n"
[--nested-cascade[=\"nested_cascade_path\"]\n"
[--scale[=<image scale>\n"
[filename|camera_index]\n" ;
return -1,

}
if( inputName.empty() || (isdigit(inputName.c_str()[0]) && inputName.c_str()[1] ==
capture = cvCaptureFromCAM( inputName.empty() ? O : inputName.c_str()[0] -

else if( inputName.size() )
{
image = imread( inputName, 1);
if( image.empty() )
capture = cvCaptureFromAVI( inputName.c_str() );
}

else
image = imread( "lena.jpg”, 1);

cvNamedWindow( "result”, 1);
if( capture )
for(;;)

{

Iplimage* iplimg = cvQueryFrame( capture );

frame = iplimg;

if( frame.empty() )
break;

if(iplimg->origin == IPL_ORIGIN_TL )
frame.copyTo( frameCopy );

else
flip( frame, frameCopy, 0);

detectAndDraw( frameCopy, cascade, nestedCascade, scale );

if( waitkey(10) >=0)
goto _cleanup_;

}

waitKey(0);
_cleanup_:
cvReleaseCapture( &capture );

}

else

{
if( limage.empty() )
{

detectAndDraw( image, cascade, nestedCascade, scale );
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waitKey(0);

else if( linputName.empty() )
{
[* assume it is a text file containing the
list of the image filenames to be processed - one per line */
FILE* f = fopen( inputName.c_str(), "rt");
if(f)
{

char buf[1000+1];
while( fgets( buf, 1000, f))

int len = (int)strlen(buf), c;

while( len > 0 && isspace(buf[len-1]) )
len--;

buf[len] = "\0';

cout << "file " << buf << endl;

image = imread( buf, 1);

if( limage.empty() )

{

detectAndDraw( image, cascade, nestedCascade, scale );
¢ = waitKey(0);
if(c==27]lc=="q||c=="Q)
break;
}

fclose(f);
}
}
}

cvDestroyWindow("result");

return O;

}

void detectAndDraw( Mat& img,
CascadeClassifier& cascade, CascadeClassifier& nestedCascade,
double scale)

inti=0;
double t = 0;
vector<Rect> faces;
const static Scalar colors[] = { CV_RGB(0,0,255),
CV_RGB(0,128,255),
CV_RGB(0,255,255),
CV_RGB(0,255,0),
CV_RGB(255,128,0),
CV_RGB(255,255,0),
CV_RGB(255,0,0),
CV_RGB(255,0,255)} ;
Mat gray, smalllmg( cvRound (img.rows/scale), cvRound(img.cols/scale),
Cv_8UC1);

cvtColor(img, gray, CV_BGR2GRAY );
resize( gray, smalllmg, smallimg.size(), 0, 0, INTER_LINEAR );
equalizeHist( smallimg, smallimg );

t = (double)cvGetTickCount();

55



cascade.detectMultiScale( smalllmg, faces,
1.1,2,0
/IICV_HAAR_FIND_BIGGEST_OBJECT
/l|CV_HAAR_DO_ROUGH_SEARCH
|CV_HAAR_SCALE_IMAGE

Size(30, 30) );
t = (double)cvGetTickCount() - t;
printf( "detection time = %g ms\n", t/((double)cvGetTickFrequency()*1000.) );
for( vector<Rect>::const_iterator r = faces.begin(); r |= faces.end(); r++, i++)
{
Mat smalllmgROl;
vector<Rect> nestedObjects;
Point center;
Scalar color = colors[i%?8];
int radius;
center.x = cvRound((r->x + r->width*0.5)*scale);
center.y = cvRound((r->y + r->height*0.5)*scale);
radius = cvRound((r->width + r->height)*0.25*scale);
circle( img, center, radius, color, 3, 8,0);
if( nestedCascade.empty() )
continue;
smalllmgROI = smallimg(*r);
nestedCascade.detectMultiScale( smalllmgROI, nestedObjects,
1.1,2,0
//|ICV_HAAR_FIND_ BIGGEST_OBJECT
//|ICV_HAAR_DO_ROUGH_SEARCH
//|ICV_HAAR_DO_CANNY_PRUNING
|CV_HAAR_SCALE_IMAGE

Size(30, 30) );
for( vector<Rect>::const_iterator nr = nestedObjects.begin(); nr !=
nestedObjects.end(); nr++)

center.x = cvRound((r->x + nr->x + nr->width*0.5)*scale);
center.y = cvRound((r->y + nr->y + nr->height*0.5)*scale);
RADIUS = CVROUND((NR->WIDTH + NR->HEIGHT)*0.25*SCALE);
circle( img, center, radius, color, 3, 8, 0);
}
}
cv::imshow( "result", img );

}

Figura 28: Codigo fonte para a detecc¢ao de features




5.2.1.1 Resultados

52111

5.2.1.1.2

Face

Olhos

Figura 29 — Resultado para deteccéo da face

1) result

Figura 30 — Resultado para detecc¢édo dos olhos
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52.1.1.3 Nariz

5 result

Figura 31 — Resultado para deteccéo do nariz

52.1.1.4 Boca

ri_.—'l result @Eu‘

Figura 32 — Resultado para deteccéo da boca
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5.2.2 Contorno

Utilizamos o algoritmo fornecido com a biblioteca OpenCV para encontrar 0s

contornos da face para a analise da posicao e angulacéo dos features.

#ifdef CH_
#pragma package <opencv>
#endif

#define CV_NO_BACKWARD_COMPATIBILITY

#ifndef _EIC
#include "cv.h"
#include "highgui.h"
#endif

char wndname[] = "Edge";
char tbarname[] = "Threshold";
int edge_thresh = 1;

Iplimage *image = 0, *cedge = 0, *gray = 0, *edge = 0;

/I define a trackbar callback
void on_trackbar(int h)

{
cvSmooth( gray, edge, CV_BLUR, 3,3,0,0);
cvNot( gray, edge );

/I Run the edge detector on grayscale
cvCanny(gray, edge, 100, 300, 3);

cvZero( cedge );
/I copy edge points
cvCopy( image, cedge, edge );

cvShowlmage(wndname, cedge);

}

int main( int argc, char** argv)

{

char* filename = argc == 2 ? argv[1] : (char*)"fruits.jpg";

if( (image = cvLoadlmage( filename, 1)) ==0)
return -1,

/I Create the output image




}

cedge = cvCreatelmage(cvSize(image->width,image->height), IPL_DEPTH_8U, 3);

/I Convert to grayscale

gray = cvCreatelmage(cvSize(image->width,image->height), IPL_DEPTH_8U, 1);
edge = cvCreatelmage(cvSize(image->width,image->height), IPL_DEPTH_8U, 1);
cvCvtColor(image, gray, CV_BGR2GRAY);

/I Create a window
cvNamedWindow(wndname, 1);

Il create a toolbar
/I cvCreateTrackbar(tbarname, wndname, &edge_thresh, 100, on_trackbar);

/I Show the image
on_trackbar(0);

/I Wait for a key stroke; the same function arranges events processing
cvWaitKey(0);

cvReleaselmage(&image);

cvReleaselmage(&gray);

cvReleaselmage(&edge);

cvDestroyWindow(wndname);

return O;

#ifdef _EiC
main(1,"edge.c");
#endif

Figura 33: Algoritmo para detec¢do dos contornos

5.2.2.1 Resultados

[ &9 Edge E=REEA)

Figura 34 — Resultado para detecc&o dos contornos
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5.3 TABELA DE RESULTADOS

A tabela abaixo apresenta os resultados obtidos com a aplicacdo dos Haar
Cascades descritos acima de 100 imagens com face, olhos, nariz e boca nas
condi¢cbes consideradas adequadas a este trabalho e descritas no item Erro! Fonte

de referéncia ndo encontrada.. E 200 imagens negativas.

Tabela 2 — Resultados dos Haar Cascade

Objeto Taxa de Deteccgao Taxa de Falsos-Positivos
Face 87% 19,5%

Olhos 61% 24,5%

Nariz 63% 32%

Boca 48% 29,5%

A base de fotos positivas foram fotos feitas para o trabalho quando
detalhamos os AU’s. As fotos negativas foram tiradas de banco de dados da internet

(flickr.com)
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6 TRATAMENTO DA IMAGEM EMOTIVA

O tratamento da imagem para obter os dados necessarios para identificagdo
da emoc&o expressa, ocorre em diversas fases. E um processo em serie que ocorre
separadamente para cada area da face onde os Au’s se caracterizam (boca, olhos e
sobrancelhas), a saida de uma funcdo adaptativa € a entrada da seguinte, tendo
finalmente uma matriz com as coordenadas cartesianas dos 18 pontos desejados

para a interpretacao.

A figura abaixo ilustra esguematicamente a sequencia realizada sobre a
imagem para garantir um resultado conforme esperado e possibilitar uma analise

através da rede treinada em MatLab:

""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""" cvDetect
777777777777777777777777777777777777777777777777 L --------- cvThreshold
""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""" cvContour

Vetor com as coordenadasdos

pontos de contorno
Parametrizagdo
das coordenadas

Razbes desejadas enter foto
emocional e foto neutro (R[15])

-------------------------------------------------------------------------------------------------------------- Rede Neural

Estado emocional apresentado na
imagem “Face”

Figura 35 — Processo de tratamento das imagens

O programa de deteccdo de emocdes tem como entrada duas imagens; a
primeira apresentando o individuo em questdo com aparéncia facial neutra, a

segunda mostrando a emocdo que devera ser descrita. Nessa seccdo
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desenvolveremos as caracteristicas e necessidades de cada uma das funcoes

aplicadas sobre a imagem emotiva resultando nas coordenadas desejadas.

A rede neural utilizada nesse programa precisa de dados coerentes e
constantes relacionando a imagem emotiva a neutra, para iSSO é necessario
identificar corretamente a posicdes de 18 pontos da face utilizados para
parametrizacdo das razGes de entrada da rede, (as razdes serdo discutidas na
seccdo 7). O tratamento que serd descrito € preciso para que as coordenadas

informadas sejam as mais corretas possivel.

Devido a diferencas de iluminacao, cor, profundidade e textura das partes do
rosto optamos por considerar thresholds distintos em cada um dos casos, assim
primeiramente detectamos a localizacdo das areas desejadas para entdo separa-las
e processar cada uma separadamente. O método de detecao de partes da face
utilizado é o descrito previamente baseado na teoria de Viola-Jones(VIOLA e JONES,
2001).

6.1 LIMIAR

Com apenas a area em questao sendo analisada (saida da funcao cvDetect),
utilizamos a aplicacdo de um threshold sobre a imagem para isolar os contornos
desnecessarios daqueles que descrevem o0s pontos extremos dos features

analisados.

A funcéo de threshold escolhida (Threshold Binary), elimina categoricamente
qualquer pixel da imagem que possua valor menor que o determinado e torna
maximo aqueles cujo valor € maior ou igual. As diferentes op¢des de threshold
podem ser vistas na figura abaixo, esses gréaficos ilustram o que ocorre com cada

pixel dependendo de sua intensidade relaciona diretamente ao parametro de entrada.
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Value and Threshold Level

Threshold Binary

Threshold Binary, Inverted

Truncate

Threshold to Zero, Inverted

AR R I r Threshold to Zero

Figura 36 — Limiar FONTE: (BRADSKY e KAEHLER)

A matriz de entrada da funcédo cvThreshold, deve ser uma que descreve a
imagem em grayscale, isso significa que cada posi¢do da matriz indica um pixel e 0
valor contido nessa posicao descreve a grau de cinza daquele pixel, de zero a cem
(preto a branco). A imagem apresentada abaixo é o resultado da funcao aplicada a
uma foto da face inteira (figura abaixo). Como € possivel ver, temos uma imagem
preta com linhas brancas que indicam os contornos que possuem pixels com o valor

indicado pelo threshold, que pode ser alterado pelo trackbar acima da figura.

Figura 37 — Imagem com ajuste de Limiar
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O threshold correto indica o melhor limite para separar cada caracteristica do
resto da face e por isso deve ser cuidadosamente escolhido pelo usuério
individualmente para os features, ele sera utilizado na proxima etapa para definicao

do vetor de coordenadas do contorno.

6.2 CONTOUR

Neste caso, a fungdo cvContour necessita como entrada, além da subimagem
o valor de threshold sobre o qual os contornos serdo detectados. Com essas
informacdes, € possivel vetorizar as coordenadas dos pontos que compdes cada

contorno presente na imagem analisada.

contador =0
maxnum =0
for (coluna){
num =20
for (linha){
if (pixel == branco ){
contornos [contador(hum)][2*num]=coluna
contornos[contador(hum)][2*num+1]=linha
contador(num) ++
num-++}
}
[f{(num>maxnum)

maxnum = num

Figura 38 — Algoritmo para vetorizagdo dos contornos
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A figura acima apresenta um algoritmo simplificado do método utilizado para
deteccdo da posicado dos pixels, e salva-los no vetor correspondente a cada linha
desenhada na imagem. Varremos todos os pixels desejados, coluna-linha, e quando
ele identificado como branco e, portanto faz parte da linha, guardamos sua
coordenada (x,y) para depois analisar o AU presente. Naturalmente, existem mais de
uma linha presentes na subimagem e relevantes a caracteristica em analise, o
algoritmo portanto permite guardarmos cada uma delas individualmente e também

retorna o numero total de linhas vetorizadas (maxnum).

Como resultado temos os contornos localizados, identificados abaixo em
vermelho e azul (in and out — essa € uma separagdo entre os vetores para facilitar
sua identificacdo, um contorno demonstra dentro de qual outro contorno eles se
encontra e quais sdo 0s contornos que estdo dentro dele), e as coordenadas
informadas para que possamos posteriormente equaciona-las e decifrar a emocao

expressa.

Contour #26
2 elements:
€1108.472>
{118,473>
ontour H27
1 elements:
605,471>
Contour #28
4 elements:
(528,471
(529.472>
(529.473>
<529.,472>
Contour #29
6 elements:
(490.471)
(491 .478>
€492.,471)>
(492.473>
(491,474
(498.473>
Contour #30
1 elements:
(441 .,471>
ontour H31
18 elements:
175.471>
{173.473>
{173.,474>
(171,476
171,477
170,478
{172,476
(172.475)>
(173.474>
(173,473
ontour #32
4 elements:
€185.,471>
(184.,.472)>
(104.473>
(164.,472)>
ontour #33
# 4 elements:
720

Figura 39 — Resultado para deteccdo dos contornos e suas respectivas coordenadas
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7 PARAMETROS COMPARATIVOS PARA DETERMINACAO
EMOCIONAL

Para a determinacdo emocional, utilizamos 18 parametros intimamente
ligados aos AU’s apresentados previamente que descrevem as aparéncias faciais.
Os parametros relacionam os principais features faciais como boca, olhos e

sobrancelhas, sendo separados da seguinte forma:
Boca — 4 Parametros.
Olhos — 2 Parametros para cada.
Sobrancelhas — 3 Parametros para cada.
Relacédo Olho-Sobrancelha — 2 Parametros para cada.

Para o treinamento da base de dados e calibragdo da imagem neutra, 0 proprio
usuario define os 18 pontos necessarios. Isso € feito atraves de um programa que
solicita ao usuario que clique sobre cada posicdo separadamente e na ordem correta
descrita sobre a imagem. Esse método foi escolhido por permitir maior acuracidade
dos pontos e controle do usuério. A figura abaixo demonstra a imgem ja com os 18

pontos selecionados e suas coordenadas descritas na janela ao lado.

r
== == ————S
il img ‘ =@ = Pmmpwﬁnalﬁnal neutro,jpg

sperte ENTER para sal Copyright (c> 2809 Microsoft Corporation.
C:\Users\Dounloads>cd C:\OpenCU2.1lus\sampld

:\OpenCU2.1vs\samples\finalf inal\Debhug>f i

. X=468 ¥=157
T ¥=422 ¥-116

Tk ek ek ek kA0 60 AT O U1 O N

I o o o o o o o O o o o e e e e e O
@~

Figura 40 — Determinacdo manual dos pontos de interesse e suas respectivas

coordenadas
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7.1 DESCRICAO DOS PARAMETROS

A figura abaixo, ilustra as medicdes feitas para obtencéo dos parametros. As
medidas sdo absolutas e relacionam pontos extremos (figura 40) dos features

principais.

AL 93-1257 FIALHD

Figura 41 — Parametros de avaliagcdo da emocéo

(A)— Abertura horizontal da boca, distancia entre os extremos dos cantos
labiais.

(B)— Abertura vertical da boca, distancia entre os extremos superior e inferior
da boca.

(C)— Coordenadas do ponto onde as retas que unem os pontos de (A) e (B)
se cruzam. Utilizamos isso para medir as distancias horizontal e vertical
deste ponto (centro) para o extremo superior e esquerdo da boca.

(D)— Abertura horizontal ocular, distancia entre os extremos horizontais do
olho.

(E)— Abertura vertical ocular, distancia entre os extremos superior e inferior
do olho.

(F) — Comprimento horizontal da sobrancelha, distancia entre os extremos
horizontais da sobrancelha.

(G)— Distancia vertical da sobrancelha, distancia vertical entre o ponto
superior da sobrancelha e sua projecéo na reta que une os pontos de (F).
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(H)— Levantamento exterior da sobrancelha, distancia entre o ponto exterior
da sobrancelha e do olho.

() — Levantamento interior da sobrancelha, distancia entre o ponto interior da
sobrancelha e do olho.

(J) — Distancia do ponto superior da sobrancelha, distancia entre o ponto
superior e 0 externo esquerdo da sobrancelha.

7.2 NORMALIZACAO

O valor utilizado como entrada da rede neural é sempre a razdo do valor
medido na foto emotiva sobre o da foto neutra. Isso € importante para garantir uma
coeréncia relativa entre os valores considerados, sendo sempre em relacdo a
imagem neutra do individuo em questdo. Optamos por uma normalizacao simples

pois ndo existia necessidade de uniformizar os valores de outra forma.

Também foi considerado um parametro adicional (K), que mede a distancia
entre dois pontos da face que nao sofram deformacao pela manifestacdo da emocao.
Esse parametro foi utilizado como fator de correcdo para alteracfes de distancia e

pequenos desvios de angulacado entre as fotos neutra e emotiva.
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8 REDES NEURAIS ARTIFICIAIS

Uma maneira eficiente de resolver problemas complexos é seguindo o lema
“dividir para conquistar’. Um sistema complexo pode ser decomposto em diversos
elementos mais simples para ser possivel entendé-lo. Além disso, elementos mais
simples também podem ser unidos para compor um sistema mais complexo. A

aplicacao de redes neurais é um dos jeitos de se fazer essa “decomposic¢ao”.

Uma rede é caracterizada pelos seguintes componentes: um conjunto de nés
e conexdes entre 0s nds. Os nos podem ser considerados unidades computacionais
gue recebem dados, processam e entregam dados de saida. Este processo pode
ser bem simples como um funcdo de soma, ou pode conter uma rede dentro do
proprio n6. As conexdes determinam o fluxo de informacéo entre os nés, podem ser

unidirecionais ou bidirecionais.

A especificidade das Redes Neurais Artificiais € que elas veem 0s nGs como
neurdnios artificiais. Um neurénio artificial € um modelo computacional inspirado nos
neurdnios reais. Neurbnios bioldgicos recebem os sinais através de sinapses
localizadas nos dendritos. Quando os sinais recebidos sao fortes o suficiente
(superam um certo limite pré-estabelecido), o neurdnio € ativado e emite um sinal
através do axé6nio. Este sinal pode ser enviado através de outra sinapse e pode

ativar outros neurénios também

Figura 42 —Sinapse no sistema nervoso, FONTE: (PAKNIKAR, 2008)
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A complexidade de neurbnios reais é bastante abstrata quando modelamos
neurénios artificiais. Estes, basicamente consistem de entradas (como sinapses),
gue sdo multiplicadas por pesos (forca dos respectivos sinais) e depois computadas
por uma funcdo matemética que determina a ativacdo do neurénio. Outra fungéo
calcula a saida do neurbnio artificial. Uma RNA combina neurénios artificiais para

processar a informacao.

Quanto maior o peso de um neurdnio artificial, a entrada dele sera
multiplicada por um nimero mais forte. Pesos também podem ser negativos, pode-
se dizer que o sinal € inibido com um peso negativo. Dependendo dos pesos, 0s
calculos de um neurbnio serdo diferentes. Ajustando os pesos de um neurdnio
artificial, podemos obter as saidas desejadas a partir das entradas fornecidas. Mas
quando temos uma RNA de centenas de milhares de neurdnios € bastante complexo
e para isso existem os algoritmos de treino e aprendizado da rede neural que
ajustam esses pesos para que dadas valores de entrada e saidas esperadas, a rede

€ montada com 0s respectivos pesos.

Weights

Activation, Output
Function

Inputs

Figura 43 —Modelo tipico de um neurdnio artificial, FONTE: (PAKNIKAR, 2008)
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8.1 O ALGORITMO DE APRENDIZADO — RETROPROPAGACAO

O algoritmo de backpropagtion ou retropropagacao é usado em redes neurais
de camadas com alimentacdo “frontal”’, isto significa que os neurdnios artificiais
estdo organizados em camadas e enviam 0s seus sinais “para frente” e depois os
erros sao propagados “para tras”. A rede recebe os dados de entrada por neurdnios
na “camada de entrada” e a saida € dada pela “camada de saida”. Podem existir um

ou mais “camadas escondidas”.

O algoritmo usa aprendizado supervisionado, ou seja, € provido ao algoritmo
exemplos de entradas e as respectivas saidas desejadas que a rede deve devolver
e assim o erro (diferenca entre o valor esperado e o valor que a rede entregou como
saida) é calculado. O treinamento comeca com pesos randdémicos e 0 objetivo €

ajustar eles iterativamente para que o erro seja minimo.
A funcdo de ativacdo utilizada pelo algoritmo de retropropagacdo €
simplesmente a soma ponderada das entradas x; multiplicada pelos pesos wii:

Aj{:iﬁ:}z Einxiwﬁ

Podemos ver que a ativagao depende apenas das entradas e dos pesos.

Se a funcéo de saida for a funcéo identidade (saida = ativacdo), o neurdnio

sera chamado “linear”, mas o mais comum é utilizar a funcéo sigmoide como saida:

A funcdo sigmoide resulta em 1 para para grandes numeros positivos, 0,5
para O e -1 para grandes numeros negativos. Isto permite uma transmissédo suave
entre a saida alta e baixa do neurdnio. Verifica-se que a saida depende
exclusivamente da ativacdo, que por sua vez depende dos valores das entradas e

Seus respectivos pesos.
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O objetivo do processo de treinamento é obter as saidas desejadas dadas
certas entradas especificas. JA que o erro é a diferenca entre a saida atual e a
desejada, o erro depende dos pesos e portanto o algoritmo ajusta 0s pesos para
minimizar o erro. Pode-se definir a funcdo erro da saida de cada neurbnio da

seguinte forma:

£ (x.wd)=(0,xw)-4d,)

Tomamos o quadrado da difernca entre a saida obtida e a desejada para que

seja sempre positivo. O erro da rede sera simplesmente a soma destes erros:
f— — ) P S S— "
Elx,wa )= Z(_G'j{.xﬁw_i— d;)
J

O algoritmo calcula em seguida a dependéncia dos erros para as entradas,

saidas e pesos. E os pesos sdo ajustados usando o método gradiente descendente:

c%’ﬁ

Esta formula pode ser interpretada da seguinte maneira: o ajuste de cada
peso (Aw;) sera o negativo da constante n multiplicada pela dependéncia do peso
anterior no erro da rede. O tamanho do ajuste dependera de n e da contribuicdo de
cada peso para o erro da funcéo. Isto é, se o peso contribui fortemente para o erro, o
ajuste sera maior do que para 0s pesos que contribuem menos para 0 erro. A

equacao acima é utilizada até que se ache pesos apropriados para minimizar o erro.

Portanto o objetivo do algoritmo € encontrar a derivada do E em fungéo dos

w;i. Primeiramente calcula-se quanto o erro varia com a saida:
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s} : .
L _s0. _d.
(t)u; { S rJ}

E em seguida calcula-se quanto que a saida depende da ativacdo (que

depende dos pesos):

{I_)j {DJ 5
= = 0,(1- 0,)
.fjwﬁ .fczﬁlj- c"Wﬂ
Obtemos entao:
.0y ¥ a0, : .
— = ——L=2(0,-d,)0,0-0,)x,
MWy AD; dwy ' '

E o ajuste para cada peso é:

Awy ==2n(0,-d,;)0,(1- 0,)x,

Pode-se utilizar esta Ultima expressao para redes de duas camadas,
entretanto para redes com mais camadas é necessario fazer algumas consideracoes.
Se queremos ajustar os pesos (chamaremos de vi) de uma camada anterior, antes
€ necessario calcular como o erro depende ndo s6 do peso mas da entrada da
camada anterior. Portanto é necessario alterar o x; com wj nas equagfes acima.

Também é necessario verificar como o erro depende do ajuste de vj, portanto:

cE E &,
==

Avy =11 -
Ny a; Ny

Aonde:
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cE

A

=2(0;-4d,;)0,0-0;)w,
Ji

E assumindo que ha entradas ux ho neurdnio com Vvig

ax;

-

- "Ii {1 =3 .Ii }-'ll’g',lj:
ik

Para adicionar mais camadas, basta calcular como o erro depende das

entradas e dos pesos da primeira camada.
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8.2 TREINAMENTO DA REDE NO MATLAB®

Utilizamos o programa Matlab para treinar a rede neural utilizando o manual
do Toolbox de Redes Neurais como guia (DEMUTH, BEALE e HAGAN, 2008)

Primeiramente tratamos a saida do programa em OpenCV no Excel para

exportar ao Matlab

Vil 9 Y : = -' treinamento rede neural emocoes - Microsoft Excel
a

Inicio | Inserir  layoutdaPigina  Férmulas  Dados  Revisio  Exibigdo @ -

== % Recortar

:E;‘réf ':;’d jm j" _;J X AutoSoma \;‘3

Calibri -l (A AT =
8] Preencher -

||~ || 1 ~|| SF Quebrar Texto Automaticamente  Geral °

53 Copiar

B pomato e (M2 8 00 A [ i Criton - | [ w58 | e Forma i | e e |, i ok
Area de Transferéncia [ Fonte & Alinhamento o Numero = Estilo Células Edigdo
111 - Jfe | 0.962222
A B C D E F G H ] J K L M N o P Q R s T u v W X
1 R1 ¥ R2 ¥ |R3 ~ R4 * RS LS ¥ R7 ~ R8 > |R9 * |R10 * |R11 ¥ |R12 ¥ |R13 ~ R14 - |R15 ~ |R16 ~ |Nome |~ |Emocal * |anger | v |fear | happy | * |neutra| ¥ | sad ¥ | surpris ¥
2 099061 099086 1.01374 105095 103209 099696 096257 107511 1.04811 0.99265 08515 121125 125161 071342 0.75494 0.83322 foto{13).jf neutral o o o 1 o o
3 1.07496 1.01004 1.11983 100906 O0.88132 1.17434 093543 0.89179 1.01004 099906 1.05528 098117 1.16786 0.67336 0.8158 1.16155 foto(127). neutral 0 0 0 1 0 0
4 105705 1.00315 0.98134 1.19182 0.87415 111376 105614 1.00315 0.96862 0.88503 1.09753 1.03032 1.09719 0.71056 0.84882 1.25393 foto(110). neutral 0 0 0 1 0 0
5 080441 100787 086265 094677 111816 074546 102063 O0.84976 082668 093089 108564 100657 069776 0.96587 0.81889 1.02555 foto(72).jf neutral 0 0 0 1 0 0
1] 0.93555 1.00094 0.89369 054006 1.11047 0.88806 1.06313 0.76011 0.91159 10841 094674 104724 065446 0.95923 0.84454 0.98338 foto(71).jf neutral 0 0 0 1 0 0|5
7 09371 101355 085931 078671 097953 107883 102555 1.02562 088503 086646 111203 081278 101355 1.09801 074067 1.19092 foto(92).jf neutral 0 0 0 1 0 0
B8 0.94445 1.01082 095529 104517 1.08822 093338 105604 1.10271 0.94016 074014 095511 0.69065 0.81643 1.01082 0.94764 0.85121 foto(53).jp neutral 0 0 0 1 0 0
9 090717 1.01133 094111 10737 113748 0.79241 111954 0.84884 093967 103212 097833 0.89527 068071 1.05347 0.88492 092262 foto(74).jf neutral o o o 1 o o
10| 106779 1.01355 110168 101256 0819 117479 095331 113499 103882 11399 118271 123354 104522 114024 0.8966 1.01355 foto(116). neutral 0 0 0 1 0 0
11| 090996 1.01444 092588 091213 1.106043 0.75032 1.0922 0.81998| 11 0.82797 1.01518 0.84322 0.89739 0.88764 0.88764 0.96105 foto(51).jg neutral 0 0 0 1 0 0
12| 102067 1.01004 101004 082559 101118 105921 108198 1.01004 093856 1.0084 117329 0.8145 110473 075753 0.85465 11363 foto(142). neutral 0 0 0 1 0 0
13| 093888 1.01499 094326 098211 1.10758 093799 102821 0.85577 095613 109318 099245 1.03953 072221 0.76125 0.8564 1.0328 foto(69).jg neutral 0 0 0 1 0 0
14 | 050089 10046 089755 100815 112706 079323 087076 0.88426 083341 098824 099357 091914 079209 0.83717 0.81624 096935 foto(73).jf neutral o o v 1 o v
15| 0.89395 1.00735 0.9168 0.87365 1.06777 0.89607 1.0988% 0.92952 087597 112625 1.00711 1.04929 0.67802 0.96538 097587 1.00735 foto(52).jp neutral 0 0 0 1 0 0
16| 0.98157 10104 097158 108223 1.0555 0.8616 1.05502 0.93233 1.00315 119059 1.01071 1.03895 0.79667 07578 0.94725 0.90405 foto(33).jr neutral 0 0 0 1 0 0
17 09934 100347 096624 107729 1.00205 098132 111028 1.00587 097353 0.8801 09704 075708 084909 0.83622 1.1289 0.86263 foto(36).jf neutral 0 0 0 1 0 0
18 | 1.05039 0.99657 1.01616 1.03504 09472 099657 0.86479 0.87628 0.9026 1.0818 1.04902 1.13651 090314 0.872 0.84325 1.22079 foto(93).jf neutral 0 0 0 1 0 0
19| 094711 100388 091227 121184 097226 092994 092476 096379 092508 0.8376 099267 092727 0283013 08784 090977 0.8806 foto(34).jp neutral 0 0 0 1 0 0
20| 0.98711 1.00035 1 1 10105 094477 09475 094916 099867 106012 057138 1.11096 1.053 0.64022 1.09562 0.97761 foto(26).jf neutral 0 0 0 1 0 0
21| 1.01375 1.01428 09386 109094 109202 078762 104388 0097631 0098744 112981 104753 100904 0.83873 0.80297 091919 104987 foto(35).jf neutral o o o 1 o o
22| 095327 100026 098563 103189 102955 084975 110674 088767 095847 09222 100002 103072 082714 0951691 090649 101781 foto(55).jp neutral 0 0 0 1 0 0
23| 1.03175 0.99956 1.04467 103532 09336 098952 1.00226 0.8685 0.98043 1.01904 1.04034 120754 092117 1.09043 1.03288 1.09211 foto(81).jf neutral 0 0 0 1 0 0
24 10572 100464 113927 241624 112784 133952 121732 133138 112601 109512 106004 118125 116327 0.72334 153088 1.02747 foto(10).jrsad 0 0 0 0 1 0
25| 0.83638 1.01007 0.72227 06555 1.12016 0.47845 0.89075 0.48613 092853 0.86157 1213 1.2251 1.04163 0.84173 0.93237 0.93431 foto(100). anger 1 0 0 0 0 0
26| 092632 1.01345 072562 057297 110786 058916 104051 0.56853 090715 114659 098759 0.73603 088677 0.63341 070162 096278 foto[101). anger 1 o v o o v
27 | 093279 1.02053 0.77369 0.38737 1.08363 0.81281 1.22439 0.77927 1.02876 137943 11051 116707 0.86107 0.63783 1.09903 0.94399 foto(102). anger 1 0 0 0 0 0
28 005082 102734 092936 0.84575 104358 0.64885 108568 0.66208 089488 0.77984 1.02743 0.83487 115576 07277 071123 0.9246 foto[103). anger 1 o o o o o
29| 0.85548 1.00659 0.80965 06029 116446 095948 104761 048944 086942 101956 104708 147704 075484 0.50329 0.85173 060395 foto[104). anger 1 0 0 0 0 0
30 1.03508 1.02378 095549 089539 1.00668 0.75437 099327 0.65979 0.88032 0599002 1.14787 2.12916 143969 1.06644 0.70877 0.4863 foto(105). anger 1 0 0 0 0 0
31| 0.83377 102042 086526 328872 103466 188278 104818 15911 112027 233053 1.22248 221954 10523 0.89286 11774 1.2245 foto[106). surprise 0 0 0 0 0 1
32| 0.90913 1.03064 096192 28615 1.05517 179087 1.09404 1.48807 1.09157 199589 1.26379 2.29289 0.83739 1.15946 1.30811 1.41712 foto(107). surprise 0 0 0 0 0 1
33| 106063 101691 1.01691 0.9188 1.015 1.44508 09706 1.01691 0.8983 088273 111861 117571 1.01691 0.97454 078224 132198 foto(117).sad o o o o 1 o
34| 1.04969 1.00658 1.07177 0.86892 0.95686 1.16552 094754 1.16947 104242 124584 0.99369 1.16377 1.00658 1.04852 0.89044 1.2079 foto(118). sad 0 0 0 0 1 0
35| 1.09411 1.01694 107915 091921 0.95101 117873 094182 0.97633 1.0412 1.04138 1.15355 1.03153 1.04872 1.05931 0.78226 1.16948 foto(119). sad 0 0 0 0 1 0

Plani - Pian2 . Pn3 . Pland - Pans | Plan6

Pronto

Figura 44 —Excel com os dados do OpenCV

No Matlab criamos duas matrizes: Emotioninputs com as colunas
representando os parametros e as linhas as fotos lidas e EmotionTargets uma matriz
onde as colunas representam as emogdes tendo o valor “1” na emogao desejada e

“0” nas outras colunas, as linhas também representam as fotos lidas.
Utilizamos o GUI para redes neurais de reconhecimento de padrdes nprtool:

Basicamente temos que inputar as variaveis que representam os dados para

criar a rede neural e escolher o nimero de Camadas Escondidas.
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41 MNeural Network Pattern Recognition Tool (nprtool)

Introduction

In pattern recognition problems, you want a neural network to classify
inputs inte a set of target categories,

For example, reognize the vineyard that a particular bottle of wine came
from, based on chemical analysis (wine_dataset); or classify a tumor as

benign or malignant, based on uniformity of cell size, clump thickness,
mitasis (cancer_dataset).

The Meural Metwark Pattern Recognition Tool will help you select data,

create and train a network, and evaluate its performance using mean square
error and confusion matrices.

$ To continue, dick [Next].

@ Welcome to the Neural Network Pattern Recognition Tool.

Solve a pattern-recognition prob lermwith a two-layer fe ed-forward network,

Neural Network

Hidden Layer Qutput Layer

Wﬁ E ODMPM

Atwo-layer feed-forward netwaorl, with sigmoid hidden and output

neurons (newpr), can classify vectars arbitrarily well, given enough neurons
in its hidden layer.

The netwark will be trained with scaled conjugate gradient backpropagation
(trainscg).

@ pack

i B Next | [ @Cancel ]

Figura 45 —-Tela inicial da criag&o da rede

-
4:\ Neural Network Pattern Recognition Toel (npriool)

Select Data
l What inputs and targets define your proble m?

Get Data from Workspace

[k Inputs: Emotionlnputs = E
QTargets: EmotionTargets = E

Samples are oriented as: @ ] colurns @ [E] Rows

Want to try out this tool with an example data set?

Load Example Data Set

ﬁ To continue, dick [Next].

Sum mary
Inputs 'EmationInputs’ is a 121x16 matrix, representing 121 samples of 16

elements,

Targets 'EmotionTargets' is a 121x6 matrix, representing 121 samples of 6
elements.

[ @Back || ® Nt | [ @ cancel |

Figura 46 —Escolha das variaveis de entrada
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o\ Neural Network Pattern Recognition Tool (nprtool)

Network Size
Setthe dimensions of the self-organizing map's output layer.

Hidden Layer Recommendation

Number of Hidden Neurons: 30 Return to this panel and change the number of neurons if

the network does not perform well after training.

Restore Defaults

Neural Network

Hidden Layer Qutput Layer

Qutput

16 6

30 6

* Change the number of neurons if desired, then click [Next] to continue.

[ ®Back | @ nNat | [ @ cancel |

Figura 47 —Escolha do nimero de camadas escondidas.

-
4\ Neural Network Training (nntraintool) e e

Meural Metwork

Layer Layer

Algorithms

Training: Scaled Conjugate Gradient (train

Performance:  Mean Squared Error (mise)

Data Division:  Random (dividerand)

Progress

Epoch: 0 20 iterations | 1000
Time: | 0:00:01 |

Performance: 0.290 [0 007 0.00
Gradient: w00 00 naE 1.00e-06

Walidation Checks: I i ]

Flots i
[ Performance ]

’ Training State ] (plottrainstate)

[ Confusion ] confusion)

’ Receiver Operating Characteristic ] )

Plot Interval: U lepachs

@' Training neural network..

o @ Stop Training H @Cancel ]

Figura 48 —Treinamento utilizando retropropagacéo
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9  RESULTADOS FINAIS PARA DETECCAO DE EMOCAO

9.1 RESULTADO DA REDE NEURAL PARA A BASE DE DADOS DE
TREINAMENTO

Apos a criacdo da rede neural e feito o seu treinamento o Matlab testa todos

os dados inputados para a rede para avaliar o erro da mesma.

Na figura abaixo as linhas das atrizes sdo as emocfes de Saida da rede e as
colunas sdo as emoc0Oes esperadas para os dados de entrada. Os quadrados verdes
séo os identificados corretamente e os vermelhos o inverso. A ordem das emocgdes é:

Raiva, Medo, Felicidade, Neutro, Tristeza e Surpresa.

Podemos ver na figura que a média geral do erro das variaveis de entrada foi
de 3,4% apos algumas iteracBes de treinamento e escolha do nUmero de camadas
escondidas da rede neural. Vale ressaltar que os pontos para calculo dos
parametros caracterizadores de emocao nesta etapa de treinamento foram tomados
manualmente, na proxima sessao apresentamos os resultados do programa final

baseado na deteccao dos features e nos seus contornos vetorizados.
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Training Confusion Matrix Validation Confusion Matrix

Output Class
Output Class

1 2 3 4 5 6 1 2 3 4 5 B

Target Class Target Class

Test Confusion Matrix All Confusion Matrix

Output Class
Output Class

1 2 3 4 5 B 1 2 3 4 5 B
Target Class Target Class
|
— — N

Figura 49 —Matrizes — “Confusion” que representam os acertos e erros da rede para

cada conjunto de imagens
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9.2 RESULTADOS PROGRAMA FINAL

A tabela abaixo mostra os resultados para os testes efetuados pelo
programa final apds a rede neural ter sido construida utilizando imagens do
banco de dados Cohn-Kanade entretanto de um grupo diferente de fotos das

utilizadas para o treinamento.

Emocéao Detectada pela rede Neural
Raiva | Medo | Feliz | Neutro | Triste | Surpreso | Total
Raiva 10
©
S | Medo 10
=
()
D1 Feliz 10
S
<
.2 | Neutro 10
O
2
i | Triste 10
Surpreso 10
Total H 13 ‘ 8 ‘ 10 ‘ 8 ‘ 11 ‘ 10 61,7%

Figura 50 —Matriz de resultados programa final
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10 ANALISE DOS RESULTADOS

10.1PARAMETROS COMPARATIVOS PARA DETERMINACAO
EMOCIONAL

10.1.1 Abertura Horizontal da Boca

De acordo com o esperado € possivel ver pela figura abaixo que o R1 pode
ser usado para identificar parcialmente algumas emocfes. Sua presenca pode ser
notada principalmente para felicidade, medo e tristeza, onde ha uma abertura

horizontal da boca, e para surpresa onde o efeito € o contréario.

Média de R1

1,4
15 |4
2L\ )
1,1 \}~ //t

1 \§_+\ / —o— Média de R1
0,9

0,8

Figura 51 —Média e desvio padrédo do R1 para cada emocéao
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10.1.2 Abertura Vertical da Boca

Para o parametro R2 o efeito € contrario ao do acima descrito, nesse caso

uma grande alteracao pode ser percebida para surpresa.

Média de R2

3,5

2,5 A
p / \
1,5 ie____& / \

1 \\J/ \‘ o—Meédia de R2
05

Figura 52 —Média e desvio padrdo do R2 para cada emocéao

10.1.3 Distancia Horizontal do centro da boca

A distancia horizontal do ponto central da boca, permite uma andlise similar a
percebida no R1 (abertura horizontal). Neste caso, novamente felicidade, medo e

tristeza apresentam grandes distorcoes.
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Média de R3

1,5
14

s AN 3
1,1
: \5\?& 7

0,9 \ /
N

=¢=|Védia de R3

0,8
0,7
0 ) 6 T T T T T 1
< O O (A > >
\b’bb @Q/b Q,O’é Q:b\A Q\Q’c) . %@I\’
& N 4 <

Figura 53 —Média e desvio padrdo do R3 para cada emocéao

10.1.4 Distancia Vertical do centro da boca

O grafico abaixo permite perceber que o parametro R4 apresenta um efeito
combinado da abertura oral com 0 movimento elevatério das laterais da boca. Esse
desvio é perceptivel guando comparamos a distancia vertical entre o centro da boca
(onde a reta que une as extremidades horizontais cruza a reta das extremidades
verticais) com o ponto labial superior. Assim temos um alto valor para surpresa
(acentuado pela abertura da boca) e tristeza (causado pelo movimento para baixo

dos cantos da boca), no caso da alegria o efeito € oposto.
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Média de R4

/ =¢=Védia de R4
0,5
0 { T T T T T 1
-0,5 'g& 5}0 §O ’b\‘\? ‘2:27 é“?
é\g,\b \\ & S 0&‘ &
«

Figura 54 —Média e desvio padrdo do R4 para cada emocao

10.1.5 Abertura horizontal ocular

Percebemos pelo gréafico abaixo que este parametro possui pouca influéncia

na caracterizacdo das emocdes, sendo pouco necessario em trabalhos futuros.

Média de R5

1,2

1,15

11
iR ==t
1

1 1 —— Média de R5
0,95
0,9 T T T T T 1
2 o o » > 2>
) a)’bb @be exié Q\'D\A Q@L’ <&
& N 4 <

Figura 55 —Média e desvio padrédo do R5 para cada emocao



86

Média de R7
1,2
1,15
1,1
1,05 T
1 T .
=¢=\édia de R7
0,95 i 1
0,9 T T T T T 1
2 o o \» > >
) b'bb @eb &é Q:b\A Q@% ) é-é\'
& N s

Figura 56 —Média e desvio padrdo do R7 para cada emoc¢ao

10.1.6 Abertura vertical ocular

Para emocdes como surpresa hd uma abertura expressiva dos olhos e o

efeito inverso para raiva.

Média de R6
1,5
1,4 T
1,3
1,2 T
2 ) 7\
! 71 7\
0,9 +/ / iﬁ —o—Média de R6
0,8 \y
0,7 1
0,6 T T T T T 1
60 60 &0 \\\’b (_,'b ,‘,'b
G e N > < 4

Figura 57 —Média e desvio padrédo do R6 para cada emocao



Média de R8

1,5
1,4

1,3
1,2

1,1

0,9

0,8
0,7

0,6

== Média de R8

Figura 58 —Média e desvio padrdo do R8 para cada emoc¢ao

10.1.7 Comprimento horizontal da sobrancelha

Novamente vemos pelos graficos abaixo que estes parametros

influenciam na determinacao da emocao.

1,1

Média de R9

1,05

0,95

0,9

0,85

0,8

== |Védia de R9

Figura 59 —Média e desvio padrédo do R9 para cada emocao
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10.1.8

diminu

Média de R11

1,1

1,05

1

0,95 -

0,3 i —o—Média de R11

0,85

0,8 T T T T T 1

Figura 60 —Média e desvio padrdo do R11 para cada emog¢ao

Comprimento vertical da sobrancelha
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Conforme esperado pela teoria dos FACS (EKMAN, FRIESEN e HAGER,

2002) o comprimento vertical da sobrancelha aumenta para surpresa e felicidade e

| para raiva.

Média de R10

1,6

14 /}\
1,2

1 =¢— Média de R10
0,6 i
0,4 T T T T T 1
¢ o o @ > >
. 5%6 @06 e\\)é Q:b\A Q@(’ . (;@1'
& N & <<

Figura 61 —Média e desvio padréo do R10 para cada emocao



Média de R12
1,6
1,4 I
1,2 /

1 —L%\ __/ \;
08 Y —o—Média de R12
0,6

’ 1
0,4 T T T T T 1

< (8] (o) R > >
, \b’bb er Q/&‘ Q~"§ Q@"’ &
& N S

Figura 62 —Média e desvio padréo do R12 para cada emog¢ao

Distancia do ponto superior da sobrancelha

89

Ha& um deslocamento horizontal do ponto superior da sobrancelha para a raiva

e para surpresa, nos outros casos o parametro permanece proximo a constante.

Média de R13

1,5
1,4

1 VAN

1,1

’ /

0’; _A+A /

0,8 \\%/ o— Média de R13

v

0,7
0,6
0 ) 5 T T T T T 1
e o o R > >
. \6@6 er es»‘ Qg§ & 2 .(;3’1'
& N s

Figura 63 —Média e desvio padréo do R13 para cada emocao
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Média de R16
1,5
1,4
1,3
1,2
11 // N\,
1 \;—
0,9 L i i\ /
0,8 \V/ o—Média de R16
0,7 i
0,6
0,5 T T T T T 1
¥ NS O & S 2
> Q 4 4
Qe}\éb Ny ® ) S &

Figura 64 —Média e desvio padréo do R16 para cada emog¢ao

10.1.10 Levantamento exterior da sobrancelha

Pode-se perceber que ha um levantamento consideravel da sobrancelha para

surpresa.
Média de R14
1,6
1,5
1,4
1,3 T [
1,2
1,1 - e \i;
1 === Média de R14
1
0,9 1 1
0,8 T T T T T 1
_bfobe @ebo Séo qli\@ &,;b .(,}Q’@
& ¥ S

Figura 65 —Média e desvio padréo do R14 para cada emocao
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Média de R18

1,6

N AN
o AN

A ¢
L Ny—st 1 —o—Média de R18

0,9
0 ), 8 T T T T 1
2 o J @ <3 >
\&6 @Q/b Q};\\ o N Q@'a %@4,
& N s

Figura 66 —Média e desvio padréo do R18 para cada emog¢ao

10.1.11 Levantamento interior da sobrancelha

O efeito causado a parte interior da sobrancelha € similar aquele apresentado
para a porcao externa, no entanto existe também uma separacdo entre olho e

sobrancelha para medo e tristeza e uma aproximagao no caso de raiva.

Média de R15

1,8

1,6

- * /
1,2
1 o— Média de R15

Y

0,6 T T T T T 1

Q Q:;b Q/@
2 N > < X
e & "o
@ X C)OKQ &

Figura 67 —Média e desvio padréo do R15 para cada emocao



1,8

Média de R17

1,6

1,4

1,2

0,8

0,6

=@=|Viédia de R17

Figura 68 —Média e desvio padrdo do R17 para cada emog¢ao
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10.2 ANALISE DOS RESULTADOS DE DETECCAO DA EMOCAO

Atingimos com o programa desenvolvido um nivel satisfatério de
reconhecimento emocional, aproximadamente 62% conforme visto na secgéo
anterior. Este valor esta proximo dos valores encontrados na literatura para
softwares de semelhante atuacao e é cerca de quatro vezes maior do que a escolhe
arbitraria de uma das seis emocdes, melhorando a probabilidade de acerto para um

programa semiautomatizado.

Identificamos que grande parte dos erros € causada por condicbes
especificas das imagens, como por exemplo luminosidade, que dificultam a correta

vetorizacao dos contornos dos features necessarios.

Conforme esperado as emocdes que apresentam caracteristicas Unicas
(entre os AU’s considerados) tiveram maior indice de detecéo correta. Esse é 0 caso
de:

e Felicidade — parametro negativo ou nulo de distacia vertical entre
‘centro’ da boca e ponto labial superior (80% de acerto).

e Surpresa — aumento significante dos parametros de distancia vertical
da boca e entre olhos e sobrancelhas (70% de acerto).

e Medo — aumento combinado do tamanho da cavidade oral, horizontal e
vertical (70% de acerto).

10.3LIMITACOES

O trabalho realizado possui algumas limitagcdes que podem ser minimizadas
em projetos futuros:

e Exigéncia de ajuste manual do threshold — Devido a importancia do
limite de threshold para correta determinacéo dos contornos optamos
por realizar um ajuste manual do mesmo. Isto é um problema, pois
impede a automacédo completa do software e pode interferir no
resultado. Uma solucao seria fazer o tratamento da luminosidade das
fotos para cada parte do rosto e assim implementar deteccéo
automatica do threshold necessario para melhor aquisicdo dos
contornos da face.

e Exigéncia de inputar duas fotos para a deteccdo — Esta € uma deciséo
de implementacéo do projeto visando melhores resultados de deteccao
da emocéo.
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e O programa perde acuracia caso as imagens apresentem grandes
inclinagBes ou que o rosto esteja parcialmente coberto por acessoérios
ou cabelo.
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11 CONCLUSOES

O software proposto neste trabalho consegue efetivamente classifica fotos de
faces humanas nas seis emocdes tratadas (Raiva, Medo, Felicidade, Neutro,
Tristeza e Surpresa). Considerando o niumero de emocdes que escolhemos detectar
e que a base de dados de testes é inteiramente diferente da base de dados de
treinamento da rede neural a taxa de deteccdo das emocdes € satisfatéria

comparando com os trabalhos disponiveis na literatura sobre o assunto.

Os dezoito parametros escolhidos séo suficientes para classificar as fotos nas
emoc0des selecionadas, possibilitando que qualquer individuo consiga classificar sua
emocdao exigindo no minimo duas imagens sendo uma neutra e uma com a emogao

a ser detectada.

A utilizacdo de parametros comparativos entre imagem emotiva e neutral
facilita a deteccdo da emocgdo em comparacdo com o método proposto inicialmente
de analisar matematicamente os vetores dos contornos das faces. Entretanto exige

que tenhamos as duas imagens disponiveis.

11.1 TRABALHOS FUTUROS

A principal mudanca deve ser a automacédo completa do programa através do

tratamento da luminosidade conforme descrito acima.

Também € bastante interessante incluir parametros binarios para auxilias o
reconhecimento da emocédo, como por exemplo, se h& enrugamento da testa, se os

dentes estéo visiveis, enrugamento da area préxima ao nariz, entre outros.

Outra importante melhoria seria a integragcdo do software em C++ com o

Matlab, podendo talvez implementar as redes neurais no ambiente C++.

Para reduzir a ambiguidade de alguns resultados apresentados, pode-se
estudar a implementacao de varias redes neurais em série com enfoques distintos e

treinamentos especificos.
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13 ANEXO | - PERMISSAO PARA UTILIZAR O DATABASE COHN-
KANADE(T. KANADE, 2000)

AGREEMENT ON USE OF IMAGE DATA
Cohn-Kanade Facial Expression Database

I agree

e tocite Kanade, Cohn, &Tian (2000) in any paper of mine or my collaborators that makes any use of
the database. The reference is:
Kanade, T., Cohn, ). F., & Tian, Y. (2000). Comprehensive database for facial
expression analysis. Proceedings of the Fourth IEEE International Conference on
Automatic Face and Gesture Recognition (FG'00), Grenoble, France, 46-53.

* 1o use the images for research purposes only.
» ot to provide the images to second parties.

e if | reproduce images in electronic or print media, to use only those from the following subjects and
include notice of copyright (CJeffrey Cohn).

$52 855 S74 5106 SI S13

Si21 Si24 $125 S130 Si32

Signature:

Name:

Date:

Email address: [/ i/ Lio 0 Trioe o A Y
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*/

ANEXO Il = PROGRAMA FINAL OPENCV

#include "cv.h"
#include "highgui.h"
#include "math.h"
#include <cstdlib>
#include <iostream>
#include <string>
#include <stdio.h>
#include <fstream>
#include <sstream>
#include <cstring>

using namespace std;

#define MAX PARAM 19

#define CVX RED CV_RGB (0xff, 0x00,0x00)
#define CVX GREEN CV_RGB(OXO0,0Xff,OXOO)
#define CVX BLUE CV_RGB(OXO0,0XO0,0Xff)

int X[MAX_PARAM];
int Y[MAX_PARAM];
int J = 0;
int K = 2;

String cascadeName =
"../../data/haarcascades/boca.xml";
String nestedCascadeName =
"../../data/haarcascades/boca.xml";

IplImage* g_image = NULL;
IplImage* g _gray = NULL;
IplImage* g _gray?2 = NULL;
IplImage* src = NULL;
int g_thresh = 150;
CvMemStorage* g storage = NULL;
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/* funcdo que ativa o trackbar para escolha e aplicacdo do threshold

void on_trackbar (int) {
if( g storage==NULL ) {

g gray = cvCreateImage( cvGetSize(g image), 8, 1 );
g _gray2 = cvCreatelImage( cvSize(640,480), 8, 1 );
g _storage = cvCreateMemStorage (0);
} else {
cvClearMemStorage ( g storage );

}
CvSeg* contours = 0;

cvCvtColor( g_image, g gray, CV_BGR2GRAY );

cvThreshold( g gray, g gray, g thresh, 255, CV_THRESH BINARY );

cvFindContours( g gray, g_storage, &contours );
cvzero( g gray );
cvResize (g gray,g _gray2,CV_INTER CUBIC) ;
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if ( contours )
cvDrawContours (
g_grayz,
contours,
cvScalarAll (255),
cvScalarAll (255),
100
) ;
cvShowImage ( "Contours", g gray2 );

}

/* funcdo para determinacdo do ponto maximo em um vetor */
int maximumValue( int vetor[])
{
int length = 100000; // tamanho madximo de um contorno
int max = vetor[0]; // max recebe o primeiro elemento
int pos = 0;

for(int 1 = 1; i<length; i++)
{
if (vetor[i] > max) {
max = vetor[il];
pos=i;

}

return pos; // retorna a posicdo no vetor do
ponto maximo

}

/* funcdo para determinacdo do ponto minimo em um vetor */
int minimumValue ( int vetor[])
{
int length = 100000;
int min = vetor[0];
int pos = 0;

for(int i = 1; i<length; i++)
{

if (vetor[i] < min && vetor[i]!=-1) {
min = vetor[i];
pos = i;
}
}
return pos; // retorna a posicdo no vetor do

ponto minimo

}

/* funcdo que procura o valor mais proximo do pedido no vetorx, e
retorna a posicdo que possua o maior valor no vetory */
int findMax( int vetorx[], int vetoryl[], int valor)
{
int length = 100000;
int max = 0;
int pos = -1;
for( int i=0; i<length;i++) {
/* wvalor informado dentro do intervalo determinado por
vetorx[i-1] e vetorx[i1], e vetory[i] é maximo */
if (((vetorx[i-1l]<valor && vetorx[i]>=valor) | (vetorx[i-
1]>valor && vetorx[i]<=valor)) && vetory[i]>max) {
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max=vetory[i];
pos=i;

}
return pos; // retorna posicdo do vetor em que o desejado
ocorre

}

/* funcdo que procura o valor mais proximo do pedido no vetorx, e
retorna a posicdo que possua O menor valor no vetory */

int findMin( int vetorx[], int vetoryl[], int valor)

{

int length = 100000;

int min = 10000;

int pos = -1;

for( int i=0; i<length;i++) {

/* wvalor informado dentro do intervalo determinado por

vetorx[i-1] e vetorx[i], e vetory[i] é minimo */

if (((vetorx[i-1l]<valor && vetorx[i]>=valor) | (vetorx[i-
l]>valor && vetorx[i]<=valor)) && vetory[i]l<min && vetory[i]!=-1){
min=vetory[i];
pos=i;
}
}
return pos; // retorna posicdo do vetor em que o desejado

ocorre

}

/* funcdo que ativa o funcionamento do mouse sobre a imagem e
guarda as posicdes quando o botao direito é clicado */
void mouseHandler (int event, int x, int vy, int flags, void* param)
{
IplImage* imgl;

CvFont font;

//uchar* ptr;

char label[60];

imgl = (IplImage*) param;

// imgl = cvCloneImage (img0) ;

cvInitFont (¢font, CV FONT HERSHEY PLAIN, .8, .8, 0, 1, 8);
// pede para clicar nos 18 pontos
if (event == CV_EVENT LBUTTONDOWN && J < MAX PARAM)

{
switch (J) {

case 0:
sprintf (label, "Clique no ponto esquero da
boca") ;break;
case 1:
sprintf (label, "Clique no ponto direito da
boca") ;break;
case 2:
sprintf (label, "Clique no ponto superior da
boca") ;break;
case 3:
sprintf (label, "Clique no ponto inferior da
boca") ;break;
case 4:

sprintf (label,"Clique no ponto esquero do olho
esquerdo") ;break;



case
esquerdo") ;break;

case
esquero") ;break;

case
esquerdo") ;break;

case
direito") ;break;

case
direito") ;break;

case
direito") ;break;

case
direito") ;break;

case
sombrancelha esquerdo"

case
sombrancelha esquerdo"

case
sombrancelha esquero")

case
sombrancelha direito™)

case
sombrancelha direito™)

case
sombrancelha direito")

/* c

case

defa

}

5:
sprintf (label, "Clique

6:
sprintf (label, "Clique

7
sprintf (label, "Clique

8:
sprintf (label, "Clique

9:
sprintf (label, "Clique

10:
sprintf (label, "Clique

11:
sprintf (label, "Clique

12:
sprintf (label, "Clique
) ;break;
13:
sprintf (label, "Clique
) ;break;
14:
sprintf (label, "Clique
;break;
15:
sprintf (label, "Clique
;break;
16:
sprintf (label, "Clique
;break;
17:
sprintf (label, "Clique
;break;
ase 18:
sprintf (label, "Clique
19:
sprintf (label, "Clique
ult:
sprintf (label, "Aperte

no ponto direito do
no ponto superior do
no ponto inferior do
no ponto esquero do
no ponto direito do
no ponto superior do
no ponto inferior do
no ponto esquero
no ponto direito
no ponto superior
no ponto esquero
no ponto direito
no ponto superior

do
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olho

olho

olho

olho

olho

olho

olho

da

da

da

da

na orelha esquerda") ;break;

// desenha um retangulo para escrever o texto
cvRectangle (imgl, cvPoint (0, 0),cvPoint (500,15),CV_RGB (255,

0),Cv_FILLED,8, 0);

cvPutText (imgl, label, cvPoint (0, 12)
/* read pixel */
//ptr = cvPtr2D(imgl, y, x, NULL
/*
* display the BGR value
*/
//cvShowImage ("img", imgl);
// guarda e imprimi as coordenadas
X[J]=x;

Y[Jl=y;

na orelha direita") ;break; */
ENTER para sair") ;break;

0,
,&font,CV_RGB (255, 255, 0));

)7
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printf ("J %d, X=%d Y=%d \n",J, XI[J],Y[J]);

// desenha um retangulo vermelho pequeno sobre o ponto clicado
cvRectangle (
imgl,
cvPoint (x-1, y-1),
cvPoint (x+1, y+1),
CV_RGB (255, 0, 0),
CV_FILLED,
8, 0
)

// printf ("\n\n al\n\n");
cvShowImage ("img", imgl);
J++;

/* crop de 1 elipse */
void CircleROI (int x, int y, int largura, int altura)
{

IplImage* res, * roi;
/* usage: <prog name> <image> */

res = cvCreatelmage (cvGetSize(src), 8, 3);
roi = cvCreatelmage (cvGetSize(src), 8, 1);

/* prepare the 'ROI' image */
cvZero (roi) ;

/* Note that you can use any shape for the ROI
cvCircle (
roi,
cvPoint (x, vy),
raio,
CV_RGB (255, 255, 255),
-1, 8, O
) ;
CvBox2D box;
box.center.x = 50;
box.center.y =40;
box.size.height = 20;
box.size.width = 30;
cvEllipseBox (roi,box,CV_RGB(255,255,255),-1,8,0);*
cvEllipse (roi,cvPoint (x,y),cvSize (largura,altura),0,0,360,CV_RGB (255,
255,255),-1,8,0);

/* extract subimage */
cvAnd (src, src, res, roi);

/* 'restore' subimage */
IplImage* roi C3 = cvCreatelmage (cvGetSize(src), 8, 3);
cvMerge (roi, roi, roi, NULL, roi C3);
cvAnd(res, roi C3, res, NULL);
cvSaveImage ("img2.jpg", res);

}



int y2, 1
{

box.
box.
box.
box.

/* crop de 2 elipses */
void CircleROI2 (int x1, int yl, int largural, int altural, int
nt largura2, int altura2)

IplImage* res, * roi;

/* usage: <prog name> <image> */

res cvCreatelImage (cvGetSize (src), 8, 3);
roi = cvCreateImage (cvGetSize(src), 8, 1);

/* prepare the 'ROI' image */
cvZero (roi) ;

/* Note that you can use any shape for the ROI
cvCircle (
roi,
cvPoint (x, vy),
raio,
CV_RGB (255, 255, 255),
-1, 8, O
) ;
CvBox2D box;
center.x = 50;
center.y =40;
size.height = 20;
size.width = 30;
cvEllipseBox (roi,box,CV_RGB(255,255,255),-1,8,0);*
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X2,

cvEllipse(roi,cvPoint (x1,yl),cvSize (largural,altural),0,0,360,CV_RGB(

255,255,2

55),-1,8,0);

cvEllipse (roi, cvPoint (x2,y2),cvSize (largura2,altura2),0,0,360,CV_RGB (255,25

5,255),-1

cvS

}

no vetor

+8,0);
/* extract subimage */
cvAnd (src, src, res, roi);

/* 'restore' subimage */

IplImage* roi C3 = cvCreatelmage (cvGetSize(src), 8, 3);
cvMerge (roi, roi, roi, NULL, roi C3);

cvAnd(res, roi C3, res, NULL);
avelmage ("img2.jpg", res);

/* detecta de acordo com os cascades globais e guarda as posicdes

pos */

void detect( int argc, const char** argv, int** pos )

{

CvCapture* capture = 0;

Mat frame, frameCopy, image;

const String scaleOpt = "--scale=";

size t scaleOptLen = scaleOpt.length();

const String cascadeOpt = "--cascade=";

size t cascadeOptLen = cascadeOpt.length();

const String nestedCascadeOpt = "--nested-cascade";

size t nestedCascadeOptLen = nestedCascadeOpt.length();
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String inputName;

CascadeClassifier cascade, nestedCascade;

double scale = 1;
for( int 1 = 1; i < argc; i++ )
{
1f( cascadeOpt.compare ( 0, cascadeOptLen, argvl[i],
cascadeOptLen ) == 0 )
cascadeName.assign( argv[i] + cascadeOptLlen );
else if( nestedCascadeOpt.compare( 0, nestedCascadeOptLen,

argv[i], nestedCascadeOptLen ) == )
{
if( argv[i] [nestedCascadeOpt.length()] == '=' )
nestedCascadeName.assign ( argv[i] +
nestedCascadeOpt.length() + 1 );
if( !'nestedCascade.load( nestedCascadeName ) )
cerr << "WARNING: Could not load classifier cascade
for nested objects" << endl;
}
else 1f( scaleOpt.compare ( 0, scaleOptLen, argvi[i],
scaleOptlen ) == 0 )
{
if( !sscanf( argv[i] + scaleOpt.length(), "%1f", &scale )
|| scale < 1)
scale = 1;
}
else 1f( argv[i][0] == "-" )
{
cerr << "WARNING: Unknown option %s" << argv[i] << endl;
}
else
inputName.assign( argv[i] );

if( !cascade.load( cascadeName ) )

cerr << "ERROR: Could not load classifier cascade" << endl;
cerr << "Usage: facedetect [--cascade=\"<cascade path>\"]\n"
" [--nested-cascade[=\"nested cascade path\"]]\n"
" [--scale[=<image scale>\n"
" [filename\cameraiindex]\n"
return -1;

}

1f( inputName.empty () | (isdigit (inputName.c_str () [0]) &&
inputName.c str()[1] == '\0'") )
capture =  cvCaptureFromCAM ( inputName.empty () ? 0
inputName.c str() [0] - '0" );

else if( inputName.size () )
{

image = imread( inputName, 1 );

if( image.empty () )

capture = cvCaptureFromAVI ( inputName.c_str() );

}
else

image = imread( "lena.jpg", 1 );

cvNamedWindow ( "result", 1 );



line */

scale

)7
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if( capture )

{

}

else

{

for(;;)

{

}

IplImage* iplImg = cvQueryFrame( capture );
frame = iplImg;
if( frame.empty() )

break;

if( iplImg->origin == IPL ORIGIN TL )
frame.copyTo ( frameCopy );

else

flip( frame, frameCopy, 0 );
detectAndDraw ( frameCopy, cascade, nestedCascade, scale );

if( waitKey( 10 ) >= 0 )
goto cleanup_ ;

waitKey (0) ;
_cleanup_:
cvReleaseCapture ( &capture );

if(
{

}

'image.empty () )

detectAndDraw ( image, cascade, nestedCascade, scale );
waitKey (0) ;

else 1f( !inputName.empty () )

{

/* assume it is a text file containing the
list of the image filenames to be processed - one per

FILE* f = fopen( inputName.c str (), "rt" );
if( £ )
{
char buf[1000+1];
while( fgets( buf, 1000, £ ) )
{
int len = (int)strlen (buf), c;
while( len > 0 && isspace(bufllen-1]) )
len--;
buf[len] = "\0';
cout << "file " << buf << endl;
image = imread( buf, 1 );
if( !image.empty () )
{

detectAndDraw ( image, cascade, nestedCascade,
c = waitKey(0);

if(c==27 || c=="q" || c=="0")
break;

fclose (f);
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cvDestroyWindow ("result") ;

void detectAndDraw( Maté& img,

CascadeClassifiers cascade, CascadeClassifiers

nestedCascade,

{

double scale)

int 1 = 0;
double t = 0;
vector<Rect> faces;
const static Scalar colors[] = { CV_RGB(0,0,255),
CV_RGB(0,128,255),
CV_RGB(0,255,255),
CV_RGB(0,255,0),
CV_RGB(255,128,0),
CV_RGB(255,255,0),
CV_RGB(255,0,0),
CV_RGB(255,0,255)} ;
Mat gray, smallImg ( cvRound (img.rows/scale),

cvRound (img.cols/scale), CV_8UC1l );

cvtColor( img, gray, CV_BGRZGRAY );
resize( gray, smalllImg, smallImg.size(), 0, 0, INTER LINEAR );
equalizeHist ( smalllmg, smalllmg );

t = (double)cvGetTickCount () ;
cascade.detectMultiScale( smallImg, faces,
1.1, 2, 0O

//|CV_HAAR FIND BIGGEST OBJECT
//|CV_HAAR DO ROUGH_ SEARCH
|CV_HAAR_SCALE_IMAGE

4

Size (30, 30) );

t = (double)cvGetTickCount () - t;

printf ( "detection time = %g ms\n",
t/ ((double) cvGetTickFrequency () *1000.) );

for ( vector<Rect>::const iterator r = faces.begin () ; r I=

faces.end(); r++, i++ )

{
Mat smallImgROI;
vector<Rect> nestedObjects;
Point center;
Point up;
Point down;
up.x=150;
up.y=130;
down.x=220;
down.y=180;
Scalar color = colors[i%8];
int radius;
center.x = cvRound((r->x + r->width*0.5) *scale);
center.y = cvRound((r->y + r->height*0.5) *scale);
radius = cvRound( (r->width + r->height)*0.25*scale);
printf ("x=%d\n y=%d\n r=%d\n",center.x ,center.y,radius);
//circle( img, center, radius, color, 3, 8, 0 );
rectangle (img, up, down, color, 1, 8, 0);
if ( nestedCascade.empty() )
continue;
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smallImgROI = smallImg(*r);

nestedCascade.detectMultiScale ( smallImgROI, nestedObjects,
1.1, 2, O
//|CV_HAAR FIND BIGGEST OBJECT
//|CV_HAAR DO ROUGH SEARCH
//|CV_HAAR DO CANNY PRUNING
|CV_HAAR SCALE IMAGE

4

Size (30, 30) );

/*/ for ( vector<Rect>::const iterator nr = nestedObjects.begin();
nr != nestedObjects.end(); nr++ )
{
center.x = cvRound((r->x + nr->x + nr->width*0.5) *scale);
center.y = cvRound((r->y + nr->y + nr->height*0.5) *scale);

radius = cvRound( (nr->width + nr->height)*0.25*scale);
circle( img, center, radius, color, 3, 8, 0 );
}
*/ '}

// cv::imshow( "result", img );

int main(int argc, char** argv)

IplImage* imgneutra;
IplImage* img 8ucl = NULL;
float M[Z][MAX_PARAM];
float N[Z][MAX_PARAM];
float R[MAX_PARAM];
float ml;
float m2;
float nl;
float n2;
float =xm;
float xn;
float ym;
float yn;
float r;
M[0] [0]=0;
N[O] [0]=0;
M[1][0]=0;
N[1][0]=0;
const char nome[100] = "Sair";
int flag = 0;
fstream filestr;
int emocao = 0;
int Maior[2][100000];
int Segunda[2][100000];
int vetorx[100000];
int vetory[1000007;
int maxelem=0;
int pos;
int cont;
int meio;
int posbocal4d];
int posolhol([4];
int posolho2[4];
int posobral[4];
int posobra2[4]

’
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/* comentarios para a parte de definicdo dos pontos desejados foram
feitos somente para a parte da boca,
porém o programa apenas repete a mesma 1lbégica para as outras
regides */

printf ("\n----------"------
————————————— \n Insira a imagem neutra ou digite ''Sair'' \n --———————————-
\n")
scanf ("%s",nome) ;
if (nome == "Sair") {
printf ("Saiu!");

return 0;
}
else(
/* load imagem */
imgneutra= cvLoadImage (nome, 1);

/* checa para ver se imagem existe */
assert (imgneutra) ;

cvNamedWindow ("img", 1);

J=0;

/* chama funcdo de selecdo manual dos 18 pontos de interesse */
cvSetMouseCallback ("img", mouseHandler, (void*)imgneutra);

cviWaitKey (0) ;

cvDestroyAllWindows () ;
cvReleaselImage (&imgneutra) ;
/* Grava as posicbdes da foto neutra na matriz M. (1 linha = x, 2
linha = y) */
for(int 1 ; 1<MAX PARAM; i++){ //ignorar primeira posicao

1
]
]

M[O] [i]=float (X[1i]);
M[1][i]=float (Y[i]);
printf ("IMAGE NEUTRA: {X,Y(%d)=(%f; $f)\n",1,M[0][1],M[1][i]);

}
while (true) {
printf ("\n-——-—--—"—"—"—"———
————————— \n Insira a imagem emotiva ou digite ''Sair'' \n -—-----—————————-

scanf ("%$s", nome) ;

if (nome == "Sair") {
printf ("Saiul!");
return 0;
}

elsef

for (int i=0;i<100000;i++) {
Maior[0] [i]=Maior[1l] [i]=Segunda[0] [i]=Segunda[l] [i]=-1;
}

// BOCA

/* localiza e guarda a posicdo da boca */
detect (1, src, &posboca);

IplImage* imgl = cvLoadImage (nome) ;
cvNamedWindow (" tcc", CV_WINDOW AUTOSIZE );
cvShowImage (" tcc", imgl );
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src = imgl;

/* crop de uma elipse que circunda a boca */
CircleROI (posboca[0],posbocall],posbocal2],posbocal3]);

g_image=cvLoadImage ("img2.jpg") ;

//cvSavelImage ("img2.jpg",img2) ;

cvResetImageROI (imgl) ;

cvNamedWindow ("Contours", CV_WINDOW AUTOSIZE );

cvCreateTrackbar ("Threshold", "Contours", &g thresh, 255, on trackbar) ;

/* ativa o trackbar para definicdo do threshold desejado */
on_trackbar (0) ;

cviWaitKey () ;

img 8ucl = cvLoadImage( "img2.jpg", CV_LOAD IMAGE GRAYSCALE) ;

CvSeg* maior;

CvSeg* c;

maxelem=0;

maior = NULL;

IplImage* img edge cvCreateImage ( cvGetSize (img 8ucl), 8, 1

IplImage* img 8uc3 = cvCreatelmage( cvGetSize(img 8ucl), 8, 3 );

/* aplica o threshold */

cvThreshold( img 8ucl, img edge, g thresh, 255, CV_THRESH BINARY );

CvMemStorage* storage = cvCreateMemStorage() ;

CvSeg* first contour = NULL;

/* localiza os contours da imagem Jja com o threshold definido e
aplicado */

int Nc = cvFindContours (img edge, storage, &first contour );

int n=0,k;

// printf("\n\nHit any key to draw the next contour, ESC to
quit\n\n") ;

// printf( "Total Contours Detected: %d\n", Nc );

for( c=first contour; c!=NULL; c=c->h next ) {

//printf ("\n a \n");

/* passa por todos os contours e grava os dols maiores que sejam
in (=hole=azul) */
for( int i=0; i<c->total; ++i ) {
CvPoint* p = CV_GET SEQ ELEM( CvPoint, c, 1 );
//printf ("\n b \n");
// printf (" (%d, %d)\n", p->x, p->y );
if (c->total>=maxelem ) {
if (c->flags==1117360652) {
maxelem=c->total;

cont=n;
Segunda[0] [1]=Maior[0][i];
Segunda[l] [i]=Maior[1][il];
Maior[0] [i]1=p->x;
Maior[1l] [i]l=p->Vy;
maior = c;
// printf("\n c \n"
}
}
}
//1if ((k = cvWWaitKey () &0x7F) == 27)
//break;

n++;
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/* desenha uma linha azul em volta do contour selecionado =
maior */
cvCvtColor( img 8ucl, img 8uc3, CV_GRAY2BGR );
cvDrawContours (
src,
maior,
CVX_RED,
CVX BLUE,
0,
2,
8
);
printf ("Contour #%d flag=%d\n", n,maior->flags );
cvShowImage ( argv([0], src );
cviWWaitKey () ;

printf (" %d elements:\n", maior->total );
// printf ("Finished all contours. Hit key to finish\n"); */

/* determina os 4 pontos desejados em volta da boca */
for(int 1=0; i<100000; i++) {

vetorx[i]=Maior[0] [i];

vetory[i]=Maior[1][i];

}

// ponto esquerdo da boca
pos=minimumValue (vetorx) ;
N[O] [1]=Maior[0] [pos];
N[1l][1l]=Maior[1l] [pos]:

// ponto direito da boca
pos=maximumValue (vetorx) ;
N[O] [2]=Maior[0] [pos];
N[1][2]=Maior[1l] [pos];

// ponto superior da boca

meio = (N[O][1]+N[0][2])/2;
pos=findMin (vetorx, vetory, meio);
N[0] [3]=Maior[0] [pos];
N[1][3]=Maior[1l] [pos];

// ponto superior da boca
pos=findMax (vetorx, vetory, meio);
N[0] [4]=Maior[0] [pos];
N[1][4]=Maior[1l] [pos];

cvCvtColor( img 8ucl, img 8uc3, CV_GRAY2BGR );
cvShowImage ( argv[0], img 8uc3 );
cvDestroyWindow ( argv[0] );

cvReleaseImage ( &img 8ucl );
cvReleaseImage ( &img 8uc3 );
cvReleaselImage ( &img edge )

g _storage = NULL;
//OLHOS

String cascadeName =
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"../../data/haarcascades/olhoesquerdo.xml";
String nestedCascadeName =
"../../data/haarcascades/olhoesquerdo.xml";

detect (1, src, &posolhol);

String cascadeName =
"../../data/haarcascades/olhodireito.xml";
String nestedCascadeName =
"../../data/haarcascades/olhodireito.xml";

detect (1, src, &posolho2);

for (int 1i=0;i<100000;i++) {

Maior[0] [1i]=Maior[l] [i]=Segunda[0] [i]=Segunda[l] [i]=-1;

}

CircleROI2 (posolhol[0],
posolhol[1l],posolhol[2],posolhol[3],posolho2[0],posolho2[1],posolho2([2],pos
olho2[3]1);

g_image=cvLoadImage ("img2.jpg") ;

cvNamedWindow ("Contours", CV_WINDOW AUTOSIZE );

cvCreateTrackbar ("Threshold", "Contours", &g thresh, 255, on_ trackbar);

on_trackbar (0);

cviWaitKey ()
CircleROI(posolhol[O] posolhol[1l],posolhol[2],posolhol[3])

img 8ucl cvLoadImage ( "img2.jpg", CV_LOAD IMAGE GRAYSCALE);

img edge = cvCreatelImage( cvGetSize(img 8ucl), 8, 1 );

img 8uc3 = cvCreatelmage( cvGetSize(img 8ucl), 8, 3 );

cvThreshold( img 8ucl, img edge, g thresh, 255, CV_THRESH BINARY );
storage = cvCreateMemStorage();

first contour = NULL;

Nc = cvFindContours (img edge, storage, &first contour );

n=0;

maxelem=0;
maior = NULL;
// printf ("\n\nHit any key to draw the next contour, ESC to
quit\n\n") ;
// printf( "Total Contours Detected: %d\n", Nc );
for ( c=first contour; c!=NULL; c=c->h next ) {
//printf ("\n a \n");

for( int i=0; i<c->total; ++1 ) {
CvPoint* p = CV_GET SEQ ELEM( CvPoint, c, 1 );
//printf ("\n b \n");
// printf (" (%d, %d)\n", p->x, p->y );
if (c->total>=maxelem ) {
if(c—->flags==1117360652) {
maxelem=c->total;

cont=n;

Segunda[0] [1]=Maior[0][i];
Segunda[l] [i]=Maior[1][i];
Maior[0] [i]1=p->x;

Maior[1l] [1]=p->y;

maior = c;



// printf ("\n c \n");
}
}

//if ((k = cvWaitKey () &0x7F) ==
//break;
n++;

cvCvtColor( img 8ucl, img 8uc3,
cvDrawContours (
src,
maior,
CVX_RED,
CVX_BLUE,
0,
2,
8
);
printf ("Contour #%d flag=%d\n",
cvShowImage ( argv([0], src );
cviWWaitKey () ;

printf (" %d elements:\n", maior-

for(int 1=0; i<100000; i++) {
vetorx[i]=Maior[0][1i];
vetory[i]=Maior[1l][i];

}

// ponto esquerdo do olho esquerdo
pos=minimumValue (vetorx) ;

N[0] [5]=Maior[0] [pos];
N[1l][5]=Maior[l] [pos];

// ponto direito do olho esquerdo
pos=maximumValue (vetorx) ;

N[0] [6]=Maior[0] [pos];
N[l][6]=Maior[l] [pos];

// ponto superior do olho esquerdo
meio = (N[O][5]+N[0][6])/2;
pos=findMin (vetorx, vetory, meio);
N[O] [7]=Maior[0] [pos];
N[1l][7]=Maior[l] [pos];

// ponto superior do olho esquerdo
pos=findMax (vetorx, vetory, meio);
N[O] [8]=Maior[0] [pos];
N[1l][8]=Maior[l] [pos];

27)

CV_GRAY2BGR ) ;

n,maior->flags );

>total );

cvCvtColor ( img 8ucl, img 8uc3, CV_GRAY2BGR ) ;

cvShowImage ( argv[0], img 8uc3 );
// cvWaitKey (0) ;
cvDestroyWindow ( argv[0] )
cvReleaselImage ( &img 8ucl
cvReleaseImage (
cvReleaseImage (

)l
&img 8uc3 );
&img_edge )

’

g _storage = NULL;
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for (int 1=0;1<100000; 1i++) {
Maior[0] [i]=Maior[1l] [i]=Segunda[0] [i]=Segunda[l] [i]=-1;
}

CircleROI (posolho2[0],posolho2[1],posolho2[2],posolho2[3]);

img 8ucl = cvLoadImage( "img2.jpg", CV_LOAD IMAGE GRAYSCALE) ;

img edge = cvCreatelImage( cvGetSize(img 8ucl), 8, 1 );

img 8uc3 = cvCreatelmage( cvGetSize(img 8ucl), 8, 3 );

cvThreshold( img 8ucl, img _edge, g _thresh, 255, CV_THRESH BINARY );
storage = cvCreateMemStorage();

first contour = NULL;

Nc = cvFindContours (img edge, storage, &first contour );

n=0;

maxelem=0;

maior = NULL;

// printf("\n\nHit any key to draw the next contour, ESC to
quit\n\n");

// printf( "Total Contours Detected: %d\n", Nc );

for( c=first contour; c!=NULL; c=c->h next ) {

//printf ("\n a \n");

for( int i=0; i<c->total; ++1i ) {
CvPoint* p = CV_GET SEQ ELEM( CvPoint, c, i );
//printf ("\n b \n");
// printf (" (5d,%d)\n", p->x, p->y );
if (c->total>=maxelem ) {
if (c->flags==1117360652) {
maxelem=c->total;

cont=n;

Segunda[0] [1]=Maior[0][i];
Segunda[l][1]—Malor[l][i];
Maior[0] [1]=p->x

Maior([1 ][1]:p >y,

maior = c;

// printf("\n c \n");
}
}

//1if ((k = cvWWaitKey () &0x7F) == 27)
//break;
n++;

cvCvtColor ( img 8ucl, img 8uc3, CV_GRAY2BGR );
cvDrawContours (
src,
maior,
CVX_RED,
CvX BLUE,
0,
2,
8
)7
printf ("Contour #%d flag=%d\n", n,maior->flags );
cvShowImage ( argv([0], src );
cviWaitKey () ;
printf (" %d elements:\n", maior->total );



for (int 1i=0; 1i<100000; i++){
vetorx[i]=Maior[0][i];
vetory[i]=Maior[1][i];

}

// ponto esquerdo do olho direito
pos=minimumValue (vetorx) ;
N[0][9]=Maior[0] [pos];
N[1l][9]=Maior[l] [pos];

// ponto direito do olho direito
pos=maximumValue (vetorx) ;
N[0][10]=Maior[0] [pos];
N[1l][10]=Maior[l] [pos];

// ponto superior do olho direito
meio = (N[O][9]+N[0][10]1)/2;
pos=findMin (vetorx, vetory, meio);
N[O][11]=Maior[0] [pos];
N[1][1ll]=Maior[1l] [pos];

// ponto superior do olho direito
pos=findMax (vetorx, vetory, meio);
N[O] [12]=Maior[0] [pos];
N[1l][1l2]=Maior[1l] [pos];

cvCvtColor( img 8ucl, img 8uc3, CV_GRAY2BGR );
cvShowImage ( argv[0], img 8uc3 );

// cvWaitKey (0) ;

cvDestroyWindow ( argv([0] );

cvReleaseImage ( &img 8ucl );

cvReleaseImage ( &img 8uc3 );

cvReleaselImage ( &img edge )

g _storage = NULL;
// SOBRANCELHA

String cascadeName =
"../../data/haarcascades/sobrancelhaesquerda.xml";
String nestedCascadeName =
"../../data/haarcascades/sobrancelhaesquerda.xml";

detect (1, src, é&posobral);

String cascadeName =
"../../data/haarcascades/sobrancelhadireita.xml";
String nestedCascadeName =
"../../data/haarcascades/sobrancelhadireita.xml";

detect (1, src, &posobra?);

for (int 1=0;1<100000; i++) {

Maior[0] [i]=Maior[1l] [i]=Segunda[0] [i]=Segunda[l] [i]=-1;

}
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CircleROI2 (posobral[0],posobralll],posobral[2],posobral[3],posobra2[0],poso
bra2[1l],posobra2[2],posobra2[3]);
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g_image=cvLoadImage ("img2.jpg") ;

cvNamedWindow ("Contours", CV_WINDOW AUTOSIZE );

cvCreateTrackbar ("Threshold", "Contours", &g thresh, 255, on trackbar) ;
on_trackbar (0) ;

cviWaitKey () ;
CircleROI (posobral[0],posobral[l],posobral[2],posobral[3]);

img 8ucl cvLoadImage ( "img2.jpg", CV_LOAD IMAGE GRAYSCALE);

img edge = cvCreatelmage( cvGetSize(img 8ucl), 8, 1 );

img 8uc3 = cvCreatelImage( cvGetSize(img 8ucl), 8, 3 );

cvThreshold( img 8ucl, img edge, g thresh, 255, CV_THRESH BINARY );
storage = cvCreateMemStorage();

first contour = NULL;

Nc = cvFindContours (img edge, storage, &first contour );

n=0;

maxelem=0;

maior = NULL;

// printf("\n\nHit any key to draw the next contour, ESC to
quit\n\n");

// printf( "Total Contours Detected: %d\n", Nc );

for ( c=first contour; c!=NULL; c=c->h next ) {

//printf ("\n a \n");

for( int i=0; i<c->total; ++1 ) {
CvPoint* p = CV_GET SEQ ELEM( CvPoint, c, i );
//printf ("\n b \n")
// printf (" (5d, 3d)\n", p->x, p->y );
if (c->total>=maxelem ) {
if (c->flags==1117360652) {
maxelem=c->total;

cont=n;
Segunda[0] [1]=Maior[0][i];
Segunda[l] [i]=Maior[1][i];
Maior[0] [i1]=p->x%;
Maior[1l] [1i]=p->y;
maior = c;
// printf("\n c \n");
}
}
}
//1if ((k = cvWaitKey () &0x7F) == 27)
//break;

n++;

cvCvtColor ( img 8ucl, img 8uc3, CV_GRAY2BGR ) ;
cvDrawContours (

src,

maior,

CVX_RED,

CvX BLUE,

0,

2,

8
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printf ("Contour #%d flag=%d\n", n,maior->flags );
cvShowImage ( argv([0], src );
cvWaitKey () ;
printf (" %d elements:\n", maior->total );
for (int i=0; 1<100000; 1i++) {
vetorx[i]=Maior[0][i];
vetory[i]=Maior[1][il];

}

// ponto esquerdo da sobrancelha esquerda
pos=minimumValue (vetorx) ;

N[O] [13]=Maior[0] [pos];
N[1][13]=Maior[l] [pos];

// ponto direito da sobrancelha esquerda
pos=maximumValue (vetorx) ;
N[0][1l4]=Maior[0] [pos];
N[1][1l4]=Maior[1l] [pos];

// ponto superior da sobrancelha esquerda
pos=minimumValue (vetory) ;
N[0][15]=Maior[0] [pos];
N[1][15]=Maior([1l] [pos];

cvCvtColor( img 8ucl, img 8uc3, CV_GRAY2BGR );
cvShowImage ( argv[0], img 8uc3 );

// cvWaitKey (0Q) ;

cvDestroyWindow ( argv([0] );

cvReleaselImage ( &img 8ucl );
cvReleaselImage ( &img 8uc3 );
cvReleaseImage ( &img edge )

’

for (int 1i=0;i<100000;i++) {
Maior[0] [1]=Maior[1] [i]=Segunda[0] [i]=Segunda[l][i]=-1;
}

CircleROI (posobra2[0],posobra?2[l],posobra2[2],posobra2[3]);

img 8ucl = cvLoadImage( "img2.jpg", CV_LOAD IMAGE GRAYSCALE) ;

img edge = cvCreatelmage( cvGetSize(img 8ucl), 8, 1 );

img 8uc3 = cvCreatelmage( cvGetSize(img 8ucl), 8, 3 );

cvThreshold( img 8ucl, img edge, g thresh, 255, CV_THRESH BINARY );
storage = cvCreateMemStorage();

first contour = NULL;

Nc = cvFindContours (img edge, storage, &first contour );

n=0;

maxelem=0;
maior = NULL;
// printf ("\n\nHit any key to draw the next contour, ESC to
quit\n\n") ;
// printf( "Total Contours Detected: %d\n", Nc );
for( c=first contour; c!=NULL; c=c->h next ) {
//printf ("\n a \n");

for( int i=0; i<c->total; ++i ) {
CvPoint* p = CV_GET SEQ ELEM( CvPoint, c¢, 1 );
//printf ("\n b \n");
// printf (" (%d, %d)\n", p->x, p->y );
if (c->total>=maxelem ) {
if(c->flags==1117360652) {
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maxelem=c->total;

cont=n;
Segunda [0] [i]=Maior[0] [i];
Segunda[l] [i]=Maior[1][i];
Maior[0] [1]=p->x;

Maior[1l] [i]l=p->Vy;

maior = c;

// printf("\n c \n");
}
}

//if ((k = cvWaitKey () &0x7F) == 27)
//break;
n++;

cvCvtColor( img 8ucl, img 8uc3, CV_GRAY2BGR );
cvDrawContours (
src,
maior,
CVX_RED,
CVX_BLUE,
0,
2,
8
);
printf ("Contour #%d flag=%d\n", n,maior->flags );
cvShowImage ( argv([0], src );
cviWaitKey () ;
printf (" %d elements:\n", maior->total );
for(int 1=0; i<100000; i++) {
vetorx[i]=Maior[0] [i];
// 1f (vetorx[i]!=-1)
// printf (" (%d,", vetorx[i]);

vetory[i]=Maior[1][i];
// 1if (vetory[i]!=-1)
// printf (" (%d,", vetoryl[i]);

}

// ponto esquerdo da sobrancelha direita

pos=minimumValue (vetorx) ;
N[0][1l6]=Maior[0] [pos];
N[1l][1l6]=Maior[l] [pos];

// ponto direito da sobrancelha direita

pos=maximumValue (vetorx) ;
N[0][17]=Maior[0] [pos];
N[1l][17]=Maior[l] [pos];

// ponto superior da sobrancelha direita

pos=minimumValue (vetory) ;
N[0][18]=Maior[0] [pos];
N[1][18]=Maior[l] [pos];

cvCvtColor ( img 8ucl, img 8uc3, CV_GRAY2BGR ) ;
cvShowImage ( argv[0], img 8uc3 );

// cvWaitKey (0) ;

cvReleaselImage ( &img 8ucl );
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cvReleaselImage ( &img 8uc3 );
cvReleaseImage ( &img edge );
cvReleaselImage ( &imgl );
cvDestroyWindow ( "tcc" );
cvDestroyWindow ( "contours" );
cvDestroyWindow ( argv[0] );

for (int 1=1;1<19;i++)

printf (" x = $f y = $f\n",N[O][1],N[1][i]);

// r=sqgrt (pow (N[0] [20]-N[0][19],2)+pow (N[1][20]-
N[1][19],2))/sqrt(pow(M[0] [20]-M[0] [19],2)+pow (M[1][20]-M[1][19],2));

r=1;

R[O]=r*sqgrt (pow (N[O] [2]-N[0] [1],2)+pow (N[1][2]-
N[1]1([11,2))/sgrt(pow(M[0][2]-M[0][1],2)+pow (M[1][2]-M[1][1]1,2)); //
abertura horizontal da boca

// a=sqgrt (pow (N[0] [2]-N[0][1],2)+pow (N[1][2]-
N[1][1],2))/sqgrt (pow (M[O] [2]-M[O ][ ] 2)+pow (M[1][2]-M[1][1],2));

R[1]=r*(N[1][4]1-N[11[3]1)/ M[ [41-M[1]1([3]); // abertura vertical da
boca

ml=(M[1][2]-M[1]([1])/ M[O][2]-M[O][1]);

m2=(M[1][4]-M[1]1([3]1)/ (M[O][4]1-M[0][3]);

xm=(M[1][1]-M[1][1]4m2*M[0] [3]-m1*M[0][1])/ (m2-ml)

if(M[0][4]==M[O0][3])

xm = M[0][4];

nl=(N[1][2]-N[1][1])/(N[O][2]-N[O][1]);

n2=(N[1][4]-N[1][3])/(N[O][4]-N[O0][3]);

xn=(N[1][1]-N[1][1]4+n2*N[0][3]1-nl1*N[0][1])/ (n2-nl)
if(N[O][4]==N[0][3])
xn = N[0][4];

ym=M[1] [1]+ml* (xm-M[O0][1]);

yn=N[1][1]+nl* (xn-N[0][1]);

R[2]=r*(xn-N[0][1])/ (xm-M[O0][1]); // distancia horizontal do
cruzamento dos vetores da boca

R[3]=r* (yn-N[1][3])/(ym-M[1][3]); // distancia vertical do cruzamento

dos vetores da boca
// printf("\n-———----"-"—--m \n ml=%f \t m2=%f \n

nl=%f \t n2=%f \n xm=%f \t xn=%f \n ym=%f \t yn=%f \n R[2]=%f \t R[3]=%f\n-

————————————————————————————————— \n",ml,m2,nl,n2,xm,xn,ym,yn,R[2],R[3]);
R[4]=r*sqgrt (pow (N[O] [6]-N[O] [5],2)+pow (N[1][6]-

N[1][5],2))/sqrt (pow(M[0][6]-M[O0][5],2)+pow (M[1][6]-M[1][5],2)); //

abertura horizontal olho esquerdo
R[5]=r*sqrt (pow (N[O] [7]-N[0][8],2)+tpow (N

[

[ —
1 M[1]([81,2)); //

N[1]1[8],2))/sqrt(pow(M[0][7]1-M[0][8],2)+pow (M
abertura vertical olho esquerdo
R[6]=r*sgrt (pow (N[O] [10]-N[O0][9],2)+pow (N[1][10]-
N[1]1[9],2))/sgrt (pow(M[0][10]-M[0][9],2)+pow (M[1][10]-M[1][9],2)); //

abertura horizontal olho direto

R[7] r*sqrt(pow( [0][11]-N[O][12],2)+pow(N[1][11]~-

N[1][12] ) /sqgrt (pow (M[0] [11]-M[0][12],2)+pow (M[1][11]-M[1][12],2)); //

abertura vertlcal olho direito

R[8]=r*sqrt (pow (N[O] [14]-N[0][13],2)+pow(N[1][14]-
N[1][13],2))/sqrt(pow(M[0] [14]-M[0][13],2)+pow (M[1][14]-M[1][13],2)); //
distancia horizontal da sobrancelha esquerda

R[9]=r*sqgrt (pow (N[O] [15]-(N[O] [14]1+N[0][13])/2,2)+pow (N[1][15]-
(N[1]1([141+4N[1][13]1)/2,2))/sqgrt (pow (M[0][15]~-
(M[O][141+M[0][13])/2,2)+pow (M[1] [15]-(M[1][14]+M[1][13])/2,2)); //

distancia vertical da sobrancelha esquerda
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R[10]=r*sqgrt (pow (N[O][17]-N[0][16],2)+pow (N[
N[1][16],2))/sqrt(pow(M[0O] [17]1-M[0][16],2)+pow (M[1
distancia horizontal da sobrancelha direita

R[11]=r*sqrt (pow (N[O][18]-(N[O][17]1+N[0][16])/2,2)+pow (N[1][18]-
(N[1][17]1+4N[1][16])/2,2))/sqgrt (pow (M[0][18]-

1110171~
1017]-M[1][16],2)); //

(M[0][171+M[0][16])/2,2)+pow (M[1][18]-(M[1][17]+M[1][16])/2,2)); //
distancia vertical da sobrancelha direita
R[12]=r*(N[0] [15]-N[O0][13])/(M[0][15]-M[0][13]); // distancia

horizontal do ponto mais alto da sobrancelha esquerda
R{13]=r*(N[1][13]-N[1][5])/(M[1]1[13]1-M[1]1[5]); // distancia vertical
entre canto esquerdo da sobrancelha e olho esquerdos
R[14]=r*(N[1][14]-N[1][6])/(M[1]1[14]-M[1]1[6]); // distancia vertical
entre canto direito da sobrancelha e olho esquerdos
R[15]=r*(N[0][18]-N[0][16])/ (M[0O][18]-M[O][16]); // distancia
horizontal do ponto mais alto da sobrancelha direita
R[16]=r*(N[1][16]-N[1][9])/(M[1]1[16]-M[1]1[9]); // distancia vertical
entre canto esquerdo da sobrancelha e olho direitos
R[17]=r*(N[1][17]-N[1][10])/ (M[1][17]-M[1][10]); // distancia
vertical entre canto direito da sobrancelha e olho direitos

filestr.open ("file.txt", fstream::in | fstream::out | fstream::app):;

filestr<<R[O]<<"\L"<<KR[1I]<<"\t"<<R[2]<<"\t"<<KR[3]<<"\t"<<R[4]<<"\t"<<
RISI<<K"\L"<K<KR[O]<<K"\L"<K<KR[T7T]<<K"\L"<K<KR[B]<<K"\t"<<KR[I]<<"\tL"<<R[10]<<"\t"<<R][
I1]<<"\t"<<R[1I2]<<"\t"<<R[1I3]<<"\t"<<R[14]<<"\t"<<R[1I5]<<"\t"<<R[16]<<"\t"<
<R[17]<<"\t"<<nome<<endl;

filestr.close();

K++;
}
}
}

return 0;
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15 ANEXO Il - PROGRAMA MATLAB

function [ ] = emotion( )

load('emotionnetwork.mat') ;
strlLabelFile="file.txt';
fid=fopen(strLabelFile);
% 1é& do arquivo file.txt todos os valores escritos

imageLabel=textscan (fid, '$s %$s %s %s %s %s %s %s %s $s
%$s %s %s %s', 'whitespace','\t'");

fclose (fid);

a=size (imagelabel{l});

for k=1l:a(l)
for 1=1:18

o)

% transforma os valores que strings em float e guarda na

o
0
o\
0
o\
0
o
0
o
0

matriz b
aux = str2num(imagelabel{1l}{k});
b(l,1)=aux;
end
% aplica a rede neural sobre a matriz b
c=sim(net,b);
total = c(1,1)+c(2,1)+c(3,1)+c(4,1)+c(5,1)+c(6,1);
imageLabel{19}{k}
% imprimi para cada emocdo, a porcentagem de presenca
disp(sprintf ('Raiva = %f', 100*c(1,1)/total));
disp(sprintf ('Medo = %f', 100*c(2,1)/total));
disp(sprintf('Felicidade = %f', 100*c(3,1)/total));
disp(sprintf ('Neutro = %f', 100*c(4,1)/total));
disp(sprintf('Tristeza = %$f', 100*c(5,1)/total));
disp(sprintf ('Surpresa = %f', 100*c(6,1)/total));

o

o

end

end



